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Background01

• Pretraining is costly
o 10^25 FLOPs

o Billions of tokens

o Several months with 
thousands of GPUs

• Model reuse is cheap
o PEFT: LoRA (0.1% – 1%)

o 1 GPU can run

o 1.4 million models on HFTrends in Model Reuse on Hugging Face

Model Reuse

are Popular



• The Collaboration Chain of ML Models

Visualization of Model Dependencies on 

Finetune (50%), Adapter (33%), Quantization (10%), and Merge (4%)
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Can?
Is there a 
legal risk?

Meta Llama3 Community License:

“You will not use the Llama 
Materials or any output or results of 
the Llama Materials to improve 
any other large language model“
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Results

A Quagmire 
That's Hard 
to Remedy



Choose License

Complete
d!

MG-BY-NDMG-BY

MG-BY-NCMG-BY-RAI

6

ModelGo
licenses set is
all you need.

Specifically Designed for
Model Licensing

Feasible Licensing Options
Easy to Learn & Use

Clearly Defined and Safer 
Model Reuse

LICENSING
OPTIONS

BY - Attribution

NC - NonCommerical

ND - NoDerivatives

RAI - Responsible AI

SA - ShareAlike
(Copyleft)

KEY FEATURES
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