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Trends in Model Reuse on Hugging Face ©

* Pretraining is costly
o 10"25 FLOPs
o Billions of tokens

o Several months with
thousands of GPUs

* Model reuse is cheap
o PEFT: LoRA (0.1% —1%)

o 1 GPU canrun

o 1.4 million models on HF
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Results

Table 3. Quantitative Results of Noncompaliance. NCM: NonCompaliance Models, CTM: Corrected Total Models.
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Attribution

NonCommerical
NoDerivatives

Responsible Al

ShareAlike
(Copyleft)

MG-BY-RAI
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Choose License

KEY FEATURES

Specifically Designed for
Model Licensing

Feasible Licensing Options
Easy to Learn & Use

Clearly Defined and Safer
Model Reuse
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