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In-House Evaluation Is Not Enough: 

Towards Robust Third-Party Flaw Disclosure for General-Purpose AI

Problem Statement
AI systems, agents, and their applications have many risks. 

However, there are obstacles to mitigation:

1. An absence of flaw reporting culture

2. Limited disclosure infrastructure (eg bug bounties)

3. No legal protections for third-party evaluators

Recommendations
We recommend the AI community adopt 3 conventions from the 

software security community:

1. Evaluators should submit flaw reports

2. AI developers should adopt flaw disclosure programs, to 

coordinate universally transferable flaws

3. AI developers should protect evaluators with safe harbors

Next Steps
We are building out a flaw report form, that is:

A. Fast, and convenient to fill-out

B. Collects information that makes it easy for developers to 

validate, triage, and reproduce reported flaws

We would love to get feedback on it! Paper Link

Schema for a Flaw Report

AI flaw reports are complex to design. The relevant 

information is contingent on many conditions, such as 

whether the flaw has caused harm (and become an “incident”), 

or whether there is a malicious threat actor.

Try out the AI Flaw Report


