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Problem Statement

Status Quo for Flaw Disclosure

POLICY

Schema for a Flaw Report

Al FLAWS
DI VERED BY: Does not disclose for uncertainty or fear of consequences.
y q
Al systems, agents, and their applications have many risks. users | N
iournalists Discloses to only one affected organization via email.
Report Field N Field Descripti
H th b t 1 t . t' t . . 'researchers @6 & Posts di thv t ial dia without discl "por e Rfmrt(?::) Al::onyr:cs:lls'lsr :::11 identity of flaw reporter
Owever9 er e are O S aC es O ml lga 10n . white-hat hackers r{é OS5 CHICALY 10 S0G4L TICHd, WRTIOHL (RSOl e Unique flaw report ID. The flaw report ID can be referenced in future submissions
Report ID or mitigation efforts, similar to vulnerability identifiers such as CVE identifiers in
computer security (Cybersecurity and Infrastructure Security Agency, 2022).
System Version(s) Al system(s) and version(s) involved; multiple systems can be selected
Current status of the report, recorded with timestamps as updated by the submitter
Coordinated Flaw Disclosure e e e
1 A ﬂ . Soft Vul bil the flaw (e.g., “Under investigation” or “Fixed”) (Cybersecurity and Infrastructure
b f 1 oftware Vulnerabilities ‘ Collected for Security Agency, 2022).
’ n a Sence O aW reportlng Cu ture de ini | e s PPOTLL L L > Data p l'OVldel'S All Flaw Reports Session ID System session ID(s) for tracing flaw environment
code injection attac .
cross-site scriptin (XSS) _’ Al F LAWS ...... c.g., data pubhshers, web crawlers Report Timestamp Report submission timestamp
. . . . . it P t% (CSRF) DlSC OVERED By. ...... Flaw Timestamp(s) Time(s) where flaws occurred
2. Limited disclosure infrastructure (eg bug bounties) Sk O Lo PR common = Context Info Versions of other softwareor hrdwaresystems involved
prmlege escalation ( ~ S— o Description of the flaw, its identification, reproduction, and how it violates system
- . users CRAWI -— Flaw Description lici :
insecure deserialization ' list pDo 191168;: use; expectations - — —
. . . ournalists etail of how the expectations of the system are violated or undocumented, pointing
insecure cryptography ' G : ;
3 . NO le g al prOteCtlonS for thlrd_p arty eV alu atOI‘S researchers Policy Violation :;)og::ei et::rmmas c;)feu::, l?;:ict;apt;lrbil; ulsii iltaloh:i)(l),l:zfesdtem card, or other documentation.
hite hat hack MOdel Developers Developer Triage tag vs}llith nanlze of Zlystem I()ievelz)’per |
Adversarial Machine Learning whitehathackers & Ty e e.g., OpenAl, Google, Meta R =Tl trEEE e
membershlp inference attacks - h\ Severit Triage tag with worst-case scenario estimate of how negatively stakeholders will
model stealing =N e i be impacted
m % @ Gemini PR Triage tag with rough estimate of how often the flaw might be expressed across
. eamtie | system deployments
d 70 Guardrail Safety Flaws . JEPETL LAt tl EPAGY, LY e \ 4 Triage tag indicating how impacted stakeholders may suffer if the flaw is not
d . O ettt et T e #lcsasensnsasnsansnnnsnt®’ Impacts
cconmmenaations ()  CBRN/weapon building Yottt e e
U berattack Saleett PRI LA d l . . i Impacted Stakeholder(s) Triage tag(s) indicating who may be harmed if the flaw is not addressed
& C)’ S/Ja o afC > ion& d i Rt L e MO c HOStln g SC]‘VlceS m Risk Source Triage tag indicating worst-case scenario estimate of how negatively stakeholders
mis/disinformation €cp es A T e HuggingFace GitHub. Azure : will be impacted
° ° o . * . ,o‘. ® .g.’ R £ Tri RIPT . h . 1i fl
We recommend the AI community adopt 3 conventions from the ) fraud & impersonation SUBMIT: P ——— e O Bounty Elgibilty S bl it e e
" Al Flaw reports. OU(C. stakeholdaer T / S -.c_‘ Description of the Incident(s) Details on specific real-world event(s) that have occurred
(7)) :l Tl'llSthl't ness Flaws disclosure. < Implicated Systems Systems involved in real-world event(s) which generalized flaw reports might cover
o . . iversity representation e, . . - How the submitter is related to the event (e.g., "affected stakeholder” or “indepen-
software security community: 5 toxicity, bias & discrimination G ® Coreei e | Submitter Relatonship e b
e I=l e, s T Real-World Events Event Date(s) Date when the incident(s) occurred
E defama'f'on or har ass.ment .......................... > App/MOdel Deployers g Event Location(s) Geographical location of the incident(s)
persuasion & deceptlon c.g., Perplexity, CU!‘SOI‘, Poe — o . Physical; psychological; reputational; economic/property; environmental; public
D— . Experienced Harm Types : Sl :
< consistency & robustness ., : interest/critical infrastructure; fundamental rights; other
%, *e, Experienced Harm Severity Maximum severity of harm experienced in the real world
Sociotechnical lmpact Flaws Flaw reports lensed .... ...... ’ % @ Harm Narrative Justification of why the event constitutes harm and how system flaws contributed
° R to it
1 . EV alu ators ShOUld Sub mlt ﬂaw reports high-stakes/military applications @ after ~30 days. ) '... ....... Malign Tactic Select Tactics observed or used (e.g., from MITRE’s ATLAS Matrix)
environmental impact . W o Tt Actor Impact Confidentiality/privacy, integrity, availability, abuse
P Y e, . . -
o impaCt on intellectual propefty “ K ..‘ D lSt“bution p latfom‘s Security Threat Actor Intent Deliberate’ unintentional’ unknown
2 . AI d@V@lOp ers ShOUld adOpt ﬂaW dlSClOSllre programs ° tO CCOI'IOII'I!C/la.b.OUI' lfnP.G’Ct ¢.g. Apple app store, GPT Store Incident Report Detection How the reporter knows about the security incident, including observation methods
COﬂlp&l'llOl\Shlp & Intimacy 2 Vulnerability Report | Proof-of-Concept Exploit A code and documentation archive proving the existence of a vulnerability
cultural homogenization ' l l l . @ Hazard Examples A list of system inputs/outputs to help understand the replication packet
coordinate universally transferable flaws gverTeliance taddiction - ™ > Report | Replication Packe mstele e e e
. « T, Statistical Argument Argument supporting sufficient evidence of a flaw
lllegal / Sensitive Flaws The Public Government Agencies ‘A

Affected Users

e.g., consumers, enterprise users

Ofg:: a0

e.g., affected non-users, journalists, e.g., US AISI, NIST, NCMEC

civil society

child sexual abuse material (CSAM)

3. Al developers should protect evaluators with safe harbors ue
non-consensual imagery (NCII)

Al flaw reports are complex to design. The relevant

Next Steps

information 1s contingent on many conditions, such as

We are building out a flaw report form, that is: whether the flaw has caused harm (and become an “incident™),

A. Fast, and convenient to fill-out or whether there is a malicious threat actor.

B. Collects information that makes it easy for developers to

validate, triage, and reproduce reported flaws

We would love to get feedback on it! ——o 5 vy out the AI Flaw Report
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