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Alignment for LLMs: Introduction > Why Alignment Matters

Early Thoughts on Al Alignment

"A robot may not injure a human being or, through
inaction, allow a human being to come to harm."

— lsaac Asimov, 1942, Three Laws of Robotics

"Every degree of independence we give the machine
is a degree of possible defiance of our wishes."
— Norbert Wiener, 1949, The Machine Age
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Alignment for LLMs: Introduction > Why Alignment Matters

Why Do We Need Alignment?

@ To achieve human purposes. Al systems can find loopholes that help them accomplish
the specified objective efficiently but in unintended, possibly harmful ways.

(a) (b)

Fig. 1. An Al system finds loopholes that help it accomplish the specified objective efficiently but in unintended, possibly harmful ways.
(a): Al system exploited a loophole by repeatedly looping and deliberately crashing into targets in order to accumulate a higher number
of points. (b): An Al system was trained using human feedback to grab a ball, but instead learned to place its hand between the ball
and camera, making it falsely appear successful.
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Alignment for LLMs: Introduction > Why Alignment Matters

Why Do We Need Alignment?

o To prevent existential risk. Unaligned Al systems have the potential to inflict harm
upon human society.

4 Stages of Ethical Al

Real World Bias

Which impacts Is reflected in

Business Bias DETEREN

Is acted upon by Is exposed by

Algorithmic Bias

Fig. 2. The introduction of biases through external sources may exacerbate the problem of discrimination and bias in human society
when dealing with unaligned Al systems.
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Alignment for LLMs: Introduction > Why Alignment Matters

Why Do We Need Alignment?

o To avoid Al power seeking. In pursuit of enhanced goal attainment, Al systems may
seek to acquire additional power, thereby rendering them increasingly beyond human

control.
Evading Hacking Run many Al Acquire Attract Hire or Al research
shudoun | copurer | copies | computaton | & man | programming
systems
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~
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Fig. 3. Advanced misaligned Al may exhibit power-seeking behaviors, as power is inherently valuable for achieving a wide range of objectives.[1]
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Alignment for LLMs: Introduction > Why Alignment Matters

Why Do We Need Alignment?

e To pursue artificial general intelligence(AGI). Ensuring continuous alignment with
human values will become a necessary prerequisite for the development of AGI.

Toxicity in Response to Non-Toxic Prompts Toxicity in Response to Toxic Prompts
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Fig. 4. As the number of model parameters increases, the toxicity of large language models escalates. While Prompt and Context
Distillation techniques can partially alleviate this issue, they do not provide a guarantee of alignment for AGI.[2]
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Alignment for LLMs: Introduction Why Alignment Matters

The Alignment Cycle
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Fig. 5. The Alignment Cycle. (1) Forward Alignment (alignment training) produces trained systems based on alignment requirements; (2)
Backward Alignment (alignment refinement) ensures the practical alignment of trained systems and revises alignment requirements; (3) The
cycle is repeated until reaching a sufficient level of alignment.[3]
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Alignment for LLMs: Introduction > Learning from Human Feedback

InstructGPT: The Birth of RLHF

o InstructGPT (2022): OpenAl used Reinforcement Learning from Human Feedback
(RLHF)[4] to align GPT-3 with human intent.

Misaligned (GPT-3) Aligned (InstructGPT)
Prompt: Explain the moon landing to a 6-year- Prompt: Explain the moon landing to a 6-year-
old old
Output: "Explain the theory of gravity to a 6- Output: "People went to the Moon on a giant
year-old. Explain the theory of relativity to rocket. They walked around, took pictures..."

a 6-year-old..."
* Follows instruction

e [gnores instruction Wi o

e Generates prompts instead

Key Improvement: RLHF enables Al to understand user intent
instead of producing superficially related but useless content
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Alignment for LLMs: Introduction > Learning from Human Feedback

What is RLHF?

Reinforcement Learning from Human Feedback
A paradigm shift in Al alignment: teaching Al systems to behave according to human values
through preference learning.

Traditional Approach: RLHF Approach:
@ Hard-code rules @ Learn from preferences
@ Define explicit rewards @ Infer human values
@ Specify exact behaviors @ Adapt to feedback

Why RLHF Matters
@ Solves the "alignment problem" - ensuring Al does what we want
@ Enables complex, nuanced behaviors that are hard to specify
o Powers ChatGPT, Claude, and other aligned Al systems

July 2025 12 /261
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Alignment for LLMs: Introduction > Learning from Human Feedback

Why do we need RLHF?

RLHF helps improve the overall quality and safety.

I Heldout workers | | Training workers | GPT
] GPT
0.75 %//_4’/% (prompted)
@ .
T 0501, ¢/*/‘ SFT
= - PPO
] —o— PPO-ptx
138 6B 175B 1.38 6B 1758
Model size

Fig. 6. Human evaluations of various models on the APl prompt distribution, evaluated by how often outputs from each model were
preferred to those from the 175B SFT model. InstructGPT models (PPO-ptx) as well as its variant trained without pretraining mix
(PPO) significantly outperform the GPT-3 baselines (GPT, GPT prompted); outputs from 1.3B PPO-ptx model are preferred to those
from the 175B GPT-3 [4].
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Alignment for LLMs: Introduction > Learning from Human Feedback

How RLHF Works?

step1 Step2 Step3

Collect demonstration data, Optimize a policy against

and train a supervised policy. the reward model using
reinforcement learning.

Collect comparison data,
and train a reward model.
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Fig. 7. A diagram illustrating the three steps of RLHF [4].
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Alignment for LLMs: Introduction >

Learning from Human Feedback

How RLHF Works?

Key Components of RLHF
© Supervised Fine-tuning (SFT): Initial policy msFr

@ Reward Modeling: Learn Ry from human preferences
© RL Fine-tuning: Optimize policy with PPO
The RLHF Objective:

max B, .p yr(x) [Ro(x,y) = B - Dre[w(y|x)l[mser (v X)]]

® Ry(x,y): Learned reward model

@ (- Dk;: Regularization to prevent reward hacking
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Alignment for LLMs: Introduction >

Learning from Human Feedback

RLHF's Development: A Timeline

The Evolution of RLHF
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s and Al tools

Optimal Control

5 Framework for optimization,

?

Deep RL .4,
igh prfile success of K
1 DN Aphaco, .

programming,
Mathematial underpinnings
Psychology Deep Learning :
R Neursl networks,
| g Seding o daa and problem complesiy

wards,
? Trial-and.error learing.

Large Language
Models

Economics &
Decision Theory

Individual preferences, g

Philosophy L e D,
T - oo " .
T & & & % £ & © 5 g 8 < <
g g g & & &8 § § & & ¢t g g
g 2 & £ £ & g 3 g & g g g

Fig. 8. The timeline of the integration of various subfields into the modern version of RLHF [5].
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Alignment with Reward Models > The Path to RLHF

Reward is Enough

The Reward Hypothesis [6]

“Intelligence, and its associated abilities, can be understood as subserving the maximisation
of reward.”

- Silver, Singh, Precup, and Sutton

Key Implications:

@ A single scalar reward signal can drive all intelligent behavior

@ No need for continuous human supervision once we have the right reward
o

The Alignment Challenge

If reward is enough, then specifying the right reward becomes critical for alignment

Mingzhi Wang, Chengdong Ma, Yaodong Yang
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Alignment with Reward Models > The Path to RLHF

The Reward Specification Problem

From Direct Specification to Inverse Inference

The Paradox

@ Reward maximization can drive all intelligent behavior

@ But specifying the right reward is difficult

Direct Specification Challenges: Inverse Inference:
@ Complex human values @ Humans already act on values
@ Unintended consequences @ Their behavior reveals preferences
@ Reward hacking @ Can we work backwards?

Mingzhi Wang, Chengdong Ma, Yaodong Yang Alignment Methods for Language Models July 2025 20 /261



Alignment with Reward Models > The Path to RLHF

Inverse Reinforcement Learning

The IRL Solution

Key Insight: Instead of specifying rewards directly, infer them from human experience!

IRL bridges the gap:

@ Learns from human demonstrations - leverages existing experience

@ Infers underlying reward structure - no explicit specification needed
° - Al can then gather new experience

From Supervision to Automation

Advantage: IRL transforms expensive human supervision into reusable reward function R*
that explains human behavior

“Learning from experience” meets “learning what to value”

Mingzhi Wang, Chengdong Ma, Yaodong Yang
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Alignment with Reward Models > The Path to RLHF

Inverse Reinforcement Learning

The IRL Paradigm

Inverse RL: Given demonstrations D = {71, 72, ..., 7o} from expert policy 7,
recover the underlying reward function R* such that:

oo
mg = argmaxE; Z’YtR*(St, at)
T
t=0

Why IRL for Alignment?
© Human behavior reveals human values

@ Learns from human behavior rather than explicit specification

Mingzhi Wang, Chengdong Ma, Yaodong Yang
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Alignment with Reward Models > The Path to RLHF

Mathematical Foundation of IRL

Maximum Entropy IRL

Model human behavior as approximately optimal under unknown reward:

P(T|R) = —exp <ZR St, at >

where Z =", exp (>_, R(s;, a;)) is the partition function.

Objective: Find R that maximizes likelihood of demonstrations:

max E,pllog P(T|R)] — A2(R)
Key properties:
@ Handles ambiguity through probabilistic framework
@ Avoids overfitting with regularization Q(R)
@ Connects to maximum entropy RL

Mingzhi Wang, Chengdong Ma, Yaodong Yang
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Alignment with Reward Models > The Path to RLHF

From Absolute Rewards to Relative Preferences

Rethinking the Learning Paradigm

Traditional IRL Challenges Preference-based Insight

@ Assumes absolute reward values

Relative comparisons are easier
@ Requires optimal demonstrations No need for optimal behavior

@ Sensitive to noise in demos Robust to demonstration quality

@ Hard to specify what’s "optimal" Natural expression of preferences

Preferences capture what matters without requiring absolute reward specification...
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Alignment with Reward Models > The Path to RLHF

The Preference Learning Paradigm

Key Innovation

Instead of full demonstrations, learn from pairwise comparisons:

o1 > op (trajectory oy preferred over o7)

Bradley-Terry Model:

Advantages:

@ Easier for humans to provide a
01 - 02

@ More scalable feedback

@ Natural preference expression

Mingzhi Wang, Chengdong Ma, Yaodong Yang Alignment Methods for Language Models July 2025 25 /261



Alignment with Reward Models > The Path to RLHF

Preference-based RL Algorithm

Algorithm 1: Preference-based Reward Learning

Data: Policy m, Human preference queries
Result: Optimized policy 7* and reward model Ry
Initialize reward model Ry and policy 7;
repeat
Collect trajectory segments {o;} using ;
Query human for preferences: P = {(o;, 0}, yjj)};
Update reward model:;
0 0+ aVy Z(Jh%yﬁ)ep log P(yij|oi, o}, 0);
Optimize policy m using learned Ry via RL;
until convergence;

Mingzhi Wang, Chengdong Ma, Yaodong Yang
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Alignment with Reward Models > The Path to RLHF

From PbRL to RLHF

The key innovation: Apply preference learning to language models

Traditional PbRL:

RLHF adaptation:

@ States and actions @ Prompts and completions
@ Trajectories @ Full responses
@ Sequential decisions @ Token-level decisions
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Alignment with Reward Models > Deep Dive into RLHF

Overview
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Alignment with Reward Models > Deep Dive into RLHF > Stages in Language Model Training

Supervised Fine-tuning (SFT)

RLHF typically begins with a generic pre-trained LM, which is fine-tuned with supervised
learning (maximum likelihood) on a high-quality dataset for the downstream tasks of interest,
such as dialogue, instruction following, summarization, etc., to obtain a model 75T,

Train Language Model
Prompts & Text Dataset

Initial Language Model

Human Augmented
Text (Optional)

Fig. 9. The process of SFT.
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Alignment with Reward Models > Deep Dive into RLHF > Stages in Language Model Training

Reward Model (RM) training

In the second stage, the SFT model is prompted with prompts x to produce pairs of answers

(y1,y2) ~ 75FT(y | x). These answer pairs are then presented to human labelers who express
preferences for one answer, denoted as:

YW>')/I|X

where y,, and y; denotes the preferred and dispreferred completion amongst (y1, y2)
respectively. The preferences are assumed to be generated by some latent reward model
r*(y, x), which we do not have access to. The Bradley-Terry [7] model stipulates that the
human preference distribution p* can be written as:

exp (r* (x, 1))
exp (r* (x,y1)) + exp (r* (x, y2))

P vy | x) =
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Alignment with Reward Models > Deep Dive into RLHF > Stages in Language Model Training

Reward Model (RM) Training

Assuming access to a static dataset of comparisons:
N (N
D= {x(’),yv(v’),y,(’)}_ 1
=

sampled from p*, we can parametrize a reward model ry(x, y) and estimate the parameters via
maximum likelihood. The negative log-likelihood loss:

Lr (r¢7D) = _E(X,yw,y,)ND [Ioga(r¢ (XayW) — I (Xv.y/))]

where o is the logistic function. In the context of LMs, the network ry(x, y) is often initialized
from the SFT model 75T (y | x). To ensure a reward function with lower variance, prior works
normalize the rewards, such that:

Exy~p [ro(x,y)] = 0

for all x.
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Alignment with Reward Models > Deep Dive into RLHF > Stages in Language Model Training

Reward Model (RM) Training

At this stage, we usually use smaller LLMs as reward models because this saves a lot of

computation. However, considering scaling laws, it is better to ensure these models still exceed
3B parameters.

Prompts Dataset

Reward (Preference)
Model

aTy

Train on
{sample, reward) pairs

Sample many prompts

LI

Outputs are ranked
(relative, ELO, etc.)

Loremipsumdolor |
sit amet, consecte
adipiscing alt. Aen)

Initial Language Model

Donec quam felis
vulputate eget, arc|

I

Nam quam nunc

erosfoucibus tnc{  Human Scoring
luctus puvinar,het |

Generated text

Fig. 10. The process of RM training.
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Alignment with Reward Models > Deep Dive into RLHF > Stages in Language Model Training

Reinforcement Learning via Proximal Policy Optimization

During the RL phase, we use the learned reward function to provide feedback to the language
model. In particular, we formulate the following optimization problem:

Max By (yix) [Fo (%, ¥)] = B [mo(y | X)l|mrer(y | X)]

where 3 is a parameter controlling the deviation from the base reference policy s, namely
the initial SFT model 75FT. The added constraint is important, as it prevents the model from
deviating too far from the distribution on which the reward model is accurate, as well as
maintaining the generation diversity and preventing mode-collapse to single high-reward
answers.
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Alignment with Reward Models > Deep Dive into RLHF >

Stages in Language Model Training

Reinforcement Learning via Proximal Policy Optimization

Finally, we train fine-tune the language model via PPO [8] which is a trust region optimization

algorithm that uses constraints on the gradient to ensure the update step does not destabilize
the learning process.

Prompts Dataset

x Adogis.

Tuned Language

Initial Language Model Model (RL Policy)

Reinforcement Learning
Update (e.. PPO)

64 6+ V,J(0)

13 >
=k Dk (Tppo (¥]2) || Touse(/2)) 7
KL prediction shift penaity

ro(ylz)

Fig. 11. The process of PPO training.
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Alignment with Reward Models > Deep Dive into RLHF > RLAIF: Learning from Al Feedback

Reinforcement Learning from Al Feedback

Reinforcement learning from human feedback (RLHF) has proven effective, but gathering
high-quality preference labels is expensive. RL from Al Feedback (RLAIF) offers a promising

alternative that trains the reward model (RM) on preferences generated by an off-the-shelf
LLM [9].

RL from Al Feedback

: RLAIF policy
| Off-the-shelf

' Lm Mo
SFT H o Rating | LT Tlammy RM from Al Reinforcomony
Vodel : @ Feedback ~Teaming >
'\\ i

RLHF policy

il e
Rating o nammg RMfrom | zinforcement
Human T
Bammg
[ Feedback
Human e
|

RL from Human Feedback

Fig. 12. A diagram depicting RLAIF (top) vs. RLHF (bottom) [9].
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Alignment with Reward Models > Deep Dive into RLHF > RLAIF: Learning from Al Feedback

Example of RLAIF: Constitutional Al

200 Constitutional RL
With Chain (Pareto Improvement)

- of Thought

- - 2 100
Constitutional Al [10]
G 50
@ Use Al to supervise Al behavior £ Standard
* Constitutional SL RLHF
@ Guided by constitutional principles 50 {preranee

Base
Helpful-Only

@ No human labels for harmlessness ~100

-150  -100  -50 4 50 100 150
Helpfulness Elo

Fig. 13. Harmlessness versus helpfulness Elo scores [10].

Key Innovation

Replace feedback for harmlessness with Al self-supervision using constitutional principles
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Alignment with Reward Models > Deep Dive into RLHF >

Examples of RLAIF: Constitutional Al

RLAIF: Learning from Al Feedback

e Constitutional Al (2022): Anthropic developed a method to train Al assistants using a

set of principles [10]

Without Constitutional Al

With Constitutional Al

Prompt: How to hack into someone’s email?

Output: "Here are steps to access someone's email ac-
count without permission..."

Prompt: How to hack into someone’s email?

Output: "l can’t help with unauthorized access. Instead,
| can explain password recovery options..."

x Provides harmful content
x No ethical considerations

v Refuses harmful request
v Offers helpful alternative

Key Innovation: Al critiques and revises its own outputs based on constitutional principles

July 2025 37 /261
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Alignment with Reward Models > Deep Dive into RLHF RLAIF: Learning from Al Feedback

Examples of RLAIF: Constitutional Al

1. Chain-of-Thought Reasoning 2. Critique-Revision Mechanism
UBé:oml:lined HHH Evals: Preference Models vs Multiple Choice 4 Re\/|5|ons
0.75
0.70 2 T
goss|{ - :r:t;:;r;?:mu:luman Feedback
H Chain-of-Thought 1 7
< 0.601 _u— Ensembled Chain-of-Thought
055 0 A —@— Critiqued Revision
050 ./ —@— Direct Revision
‘1 T
1010 51010
CoT Impact: Revision Benefits:
@ Improves from 65% 93% at 52B scale @ Progressive harm reduction
@ Approaches human PM performance @ Critiques improve results (esp. small models)
@ Makes Al reasoning transparent @ Maintains helpfulness while removing harm
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Alignment with Reward Models > Challenges of RLHF

Overview
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Alignment with Reward Models > Challenges of RLHF > Fundamental Challenges

Fundamental Challenges

Alignment Challenges
Human Feedback Reward Model Policy

Two Types of Challenges [11]

@ Tractable Challenges: Can be addressed within RLHF framework

o Fundamental Limitations: Require approaches beyond RLHF to fully address

Mingzhi Wang, Chengdong Ma, Yaodong Yang Alignment Methods for Language Models July 2025 40 /261



Alignment with Reward Models > Challenges of RLHF > Challenges with Human Feedback

Major Challenges with Human Feedback

Misaligned Evaluators

Tractable Difficulty selecting representative humans
Tractable Evaluators may have harmful biases
Tractable

Individual evaluators can poison data

Difficult Oversight

Tractable Humans make mistakes due to limited time/attention
Fundamental Humans cannot evaluate difficult tasks well
Fundamental

Humans can be misled and gamed

Data Quality Issues

Tractable Data collection introduces biases

Fundamental Inherent cost/quality/quantity tradeoffs

i Wang, Chengdong Ma
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Alignment with Reward Models > Challenges of RLHF > Challenges with Human Feedback

Example: Evaluator Selection Bias

The Problem

OpenAl reported selecting evaluators based on agreement with researcher judgments,
potentially introducing systematic biases.

Demographics of Evaluators:

@ OpenAl: 50% Filipino and Bangladeshi nationals

@ Anthropic: 68% white population from 82% white initial pool
e Age bias: 50% aged 25-34 (OpenAl)

These demographic biases can lead to:

@ Political biases in model outputs
@ Amplification of implicit biases during training

o Systematic disadvantages for underrepresented groups

Mingzhi Wang, Chengdong Ma, Yaodong Yang
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Alignment with Reward Models > Challenges of RLHF > Challenges with Reward Models

Major Challenges with Reward Models

1. Problem Misspecification
@ Fundamental: Individual human values are difficult to represent with a reward function

@ Fundamental: A single reward function cannot represent diverse society

2. Reward Misgeneralization & Hacking

@ Fundamental: Reward models can misgeneralize even from correct labels

@ Fundamental: Optimizing imperfect proxies leads to reward hacking

3. Evaluation Difficulties

o Tractable: Evaluating reward models is difficult and expensive

Mingzhi Wang, Chengdong Ma, Yaodong Yang Alignment Methods for Language Models July 2025 43 /261



Alignment with Reward Models > Challenges of RLHF > Challenges with Reward Models

Goodhart's Law: Definition

Goodhart’s law When a measure becomes a target, it ceases to be a good measure[12].

3¢ [T
Al :
Model

Proxy Goal

Training
Process

Fig. 14. When an Al system excessively optimizes based on a specific artificially set objective(e.g., a pre-defined loss function.), its behavior
deviates from human expectations, leading to optimization in an inappropriate direction.
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Alignment with Reward Models > Challenges of RLHF > Challenges with Reward Models

Goodhart's Law: Classification

Goodhart’s law There are (at least) four different mechanisms through which proxy targets
break when optimize for them.

1 . 1
| Player selection | I Goodhart’s Law i
! 1

1 1
1 Base object: 1 ! Regressional Goodhart Causal Goodhart |
I Agood basketball player ! ° 1
. . | ° ] 3 |
! ! ey w - ﬂ 3] .
o Pushhard ! 1
: .Obsel’vatl(ln. ! 1 Outstanding Normal Only want to be taller 1

ﬁ
AN |

: ﬂ , = %)’ ,: Turns out 1 :
| to be 1 Extremal Goodhart Adversarial Goodhart |
The taller, the better I 1 ° ° |

1 1

1 I~ [}

1 1 AN 1
1 1 ! II X @ ﬂ " !
1 Proxy object: | I 1
| Anathlete with a tall stature. | 1 Unable to play basketball Lie about their height 1
____________ U

Fig. 15. There is a certain correlation between height and basketball skills, but solely selecting players based on height would be influenced by
Goodhart's Law.
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Alignment with Reward Models > Challenges of RLHF > Challenges with Reward Models

Scaling Laws for Reward Overoptimization

14 RM Size RM Type
! — 3M === Proxy e
— M — God @ When optimizing for a learned proxy
— 25M —— Gold (Fit)
J— — of the gold reward, the gold reward
— 85M e ege .
10— 300 P e — initially increases and later
— 680M A
o 128 7z ) decreases [13].
308 3B = -
12}
z
0s @ Larger size reward models can help
0 mitigate the negative effects of
reward overoptimization to a certain
oz extent.
0.0
0 20 40 60 80 100

KL distance between RL tuned policy and initial policy
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Bradley-Terry Model Assumption

Standard RLHF pipeline relies on the Bradley-Terry (BT) model [7] assumption to train a
reward model. However, this assumption oversimplifies the complex nature of human
preferences and fails to capture several critical aspects [14] of real-world human preferences:
o Transitivity The BT model enforces strict transitivity in preferences, meaning if a human
prefers response A to B and B to C, they must prefer A to C.

o Independence The BT model assumes independence between preference judgments,
treating each comparison as an isolated event.

o Completeness The BT model presumes completeness in human judgments, suggesting
that humans can always make clear preference decisions between any two responses.

Mingzhi Wang, Chengdong Ma, Yaodong Yang Alignment Methods for Language Models

July 2025 47 /261



Alignment with Reward Models > Challenges of RLHF > Challenges with Reward Models

Reward Bias

Reward models may exhibit biases [15], particularly favoring longer responses.

1.04 Question: Why don t adults roll off the bed?
' SFT (Before); 59 tokens
0.5
Adults typically do not roll off of the bed because they have developed the
muscle memory to keep their bodies from involuntarily moving during
0.0 sleep and maintaining proper posture.
B
©
H =0.51 RLHF (After); 243 tokens: Similar output, but much longer / more details
o
Adults generally do not roll off of the bed because they have developed muscle
—1.04 control and awareness which helps them to remain upright while sleeping.
Additionally, most adults find it uncomfortable or even painful to move
-1.5 around in their sleep, so rolling off the bed would be difficult without waking
up first. There may also be safety concerns such as falling out of bed and
potentially hurting oneself if one were to lose balance or fall from the ...
—2.04

T T T T
50 100 150 200 250
Output Length

Fig. 16. Log-scaled heatmap of output length vs. RLHF reward model score for a set of outputs generated from an SFT LLaMA-7B model.
Reward correlates strongly with length, and running PPO consistently leads to longer outputs (right).
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Tree-based Reward Modeling

Core Challenge
@ RLHF Trilemma: Incompatibility
between
© High task diversity
@ Low labeling cost
© Generalizable alignment
@ Root cause: Insufficient reward
generalization

A

Key Innovation
Tree-structured preference data
@ Reduces reward uncertainty by
©(log n/ log log n) times

@ No pipeline changes needed

Challenges with Reward Models

/’}\ Encoding Decoding
\\

consistency

Approach:

@ Macro-level: Autoencoding
framework

@ Micro-level: Induced Bayesian
Networks

Mingzhi Wang, Chengdong Ma, Yaodong Yang

Alignment Methods for Language Models

July 2025

49 /261



Alignment with Reward Models > Challenges of RLHF > Challenges with Reward Models

Tree-based Reward Modeling

Chain-based vs Tree-based Topology

Main Benefits

: {nformation Sructore L Disrion V" Improved reward
. Tree-based Chain-based NN ) )
| o l generalization
1 —— N e Y
//// 1 \‘I 'reference . H
V4 Y -y v" No pipeline changes needed
1 R
| [(rex | Text bt | o
i /* - ! v Reduced annotation volume
! s} Reward i
(T C I SO i - J Vv Model v Better uncertainty bounds

V.

Free performance gain via
Tree structure creates dependence between responses topology design
through shared prefixes = Better reward generalization
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Major Challenges with Policy Optimization

Robust RL is Difficult
Tractable Effective policy optimization remains challenging

Tractable Policies are adversarially exploitable

Policy Misgeneralization
Fundamental Policies perform poorly in deployment despite correct training rewards

Fundamental Optimal RL agents tend to seek power

Distributional Challenges
Tractable Pretrained models introduce biases

Tractable RL contributes to mode collapse

Mingzhi Wang, Chengdong Ma, Yaodon, Alignment Methods for Language Models July 2025 51 /261
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Language Models Resist Alignment

Key Insight: LLMs exhibit elasticity like Implications
hysical spri
PRysIcal springs For Al Safety

The Elasticity of Language Models @ Current alignment is superficial

@ Models inherently resist changes

Dy/D D:/D

Dy~ e kdw @ Larger models = bigger problem
Cdl dl
where k = [Dy|/| Dz > 1 Practical Insights:

Need elasticity-aware algorithms

Two Phenomena: . ) )
Balance dataset sizes in alignment

© Resistance: Models retain prior
distribution

(2) Deeper alignment faster "L anguage models are like springs - they
reversion always want to bounce back"

Rethink open-source safety

Mingzhi Wang, Chengdong Ma, Yaodong Yang Alignment Methods for Language Models July 2025 52 /261



Alignment with Reward Models > Challenges of RLHF > Challenges with Policy Optimization

PPO Computational Cost

PPO requires simultaneously maintaining four models, which incurs significant computational
costs. A potential solution is to remove the critic model.

PTX (Pretraining Gradient Mixing): Prevent forgetting

() struction
Logits [o— -
_ E - & e Lpix [ toais
B RL Backward R @)
Pretraining (nstruction, Response =7E [log (v5"(@))]  stage2-ec >@ neededfow Cologsal-Al Coati
Dataset Response) — H Fom Stage 3 Training Framwork

i
! from
i
i
} Instructions. statevalue  V/(s)
\ — ) — logits (action) [I]
i
I Instruction 1
! Dataset V
' Tl  E— (s) o S Py g
1 Iogits (actjon) Value Function ) in
' l ! v - logits
o .
| ((aMATB 53 fa E" Actor [  Advance A= R~ V(s)
! RM Ly, Poventfogeting {1 | |
i
! logits (sft) ~ Blog (n(y | 2)/=5FT(y | 7)) i ! logits (action) [T} Ratio 7"

I
' i
ior(z,y) S vt B 11| -
| {Em—— oy Reward Calculation (Shared across workers) ||
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.
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Alignment with Reward Models > Challenges of RLHF >

Challenges with Policy Optimization

Remove the Critic Model: ReMax

ReMax [17] simplifies PPO by removing all the components related to the critic model,

significantly reducing the computational resources required for training.

>4 Hyper-parameters related
to the Value Model
Optimizer States of
the Value Model rewar Reward Model Wd

Value Model

JQ e EEETTEERE
] o »

00 oo wl

/ ReMax
update

00 OO0 wig

PPO \
update

Fig. 18. Comparison between the building blocks of PPO and those of ReMax.
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Alignment with Reward Models > Challenges of RLHF > Challenges with Policy Optimization

Remove the Critic Model: ReMax

ReMax provides several key observations regarding RLHF

o Fast Simulation While the long-term return is expensive to get in classical RL
applications, it is cheap and easy to obtain in the RLHF setup.

@ Deterministic Environment The transition in RLHF setting is determinstic, and the
reward function is also deterministic since it is from the neural network.

o Trajectory-level Reward RLHF tasks are close to single-stage optimization problems
since the rewards of the intermediate stages are 0.

These properties indicate that PPO may not be the best choice for RLHF.

55 /261
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Alignment with Reward Models > Challenges of RLHF > Challenges with Policy Optimization

Remove the Critic Model: ReMax

Algorithm 1 ReMax for Aligning LLMs ReMax removes the critic model by:

Input:reward_model (rm) ,language_model (Im) . .

for prompt in datasets: @ Using REINFORCE algorithm for
seq=lm.sample (prompt, greedy=False) policy optimization [18].
seq-max=Ilm.sample (prompt, greedy=True)
rew=rm( prompt , seq )—rm( prompt , seq_max)

logp=Im.inference (prompt, seq) @ Introducing a greedy baseline value
loss=—(logp.sum(dim=—-1)*rew) . mean ()

o for unbiased variance reduction.
Im. minimize (loss)
Output:language_model

Mingzhi Wang, Chengdong Ma, Yaodong Yang
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Alignment with Reward Models > Challenges of RLHF > Challenges with Policy Optimization

Remove the Critic Model: ReMax

ReMax achieves comparable performance to PPO while reducing memory and computational
costs.

300 3
= 3
o 225 2 225
-~ 62%
E 54% w
£ 150 E 15
7] ol
- £
5z 75 € 075
@ g
’_
0 0
PPO ReMax PPO ReMax

Fig. 19. GPU memory consumption and training time by PPO and ReMax, respectively.
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Remove the Critic Model: RLOO

In contrast to ReMax, REINFORCE Leave-One-Out (RLOO) [19] estimates unbiased baseline
using multiple online samples:

=

1
;Z[ Vi), x) — ZR(Y(J )V log m(y(iy|x) for y(1), - -

j.i.d
Yk~ m(-|x),
i=1 j;ﬁl

where k refers to the number of online samples generated, RLOOy considers each y(;)
individually and uses the remaining k1 samples to create an unbiased estimate of the expected

return for the prompt, akin to a parameter-free value-function, but estimated at each training
step.

Mingzhi Wang, Chengdong Ma, Yaodong Yang
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Remove the Critic Model: RLOO

With only one additional online sample (k = 2), RLOO outperform other baselines.

TL;DR Summarize Anthropic-HH (Pythia) Anthropic-HH (Llama)
3.2 5.0
3.04 M a8 /./k/-‘—." 3
2.8 4.5 1>y
2.5 ié/ O a2 5.0 ¢ A
© /
2.24 ; 4.0
1] 4.0
2.0 nC 38
1.8 35 3.0
1.5 32
12 3.0 2.0
100 200 300 400 500 600 100 200 300 400 20 40 60 80 100
Steps Steps Steps
—e— RLOO - k=2 REINFORCE w/ baseline —+— Vanila PG

—— RAFT-k=2  —— PPO

Fig. 20. Test rewards plotted throughout training.
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Remove the Critic Model: MDLOO

Inspired by Mirror Descent Policy Optimization (MDPO) [20], Apple developed Mirror Descent
with Leave-One-Out (MDLOO) [21], which incorporates an additional KL regularization term:

T 1
VoI(0) = Exedynm,, | ==V 10 mo(y M)A OO(0)| = B ym, , [VoKL(Y: 70, 70, )]

Oold

this additional term is used to constrain policy updates within the proximity of the initial
policy at each k-th iteration.
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Complementary Approaches for Al Safety

Key Principle: Defense in Depth

No single strategy should be treated as a comprehensive solution. Multiple safety measures
with uncorrelated failure modes are needed.

Complementary Strategies:
© Robustness: Adversarial training and anomaly detection
@ Risk Assessment: Rigorous evaluations and red teaming
© Interpretability: Understanding model decision-making

@ Governance: Transparency and auditing standards
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Examples: GPT-4 Safety Measures

e GPT-4 (2023): OpenAl implemented comprehensive safety measures during training [22]

Prometine

Fig. 21. GPT-4 shows significant safety improvements compared to GPT-3.5-turbo across multiple categories

Alignment Techniques Used:
© Adversarial testing with domain experts
@ Model-assisted safety evaluations

@ 6 months of iterative alignment before release
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Focus on Safety: Safe RLHF

Safe RLHF formalize the safety concern of LLMs as an optimization task of maximizing the
reward function while satisfying specified cost constraints.

Supervised Fine-tuning Data Collection Preference Annotation & Preference Modeling Policy Optimization
5.2 Human Anotators Safe RLHF
: ) BEGINNING OF CONVERSATION: . -
BEGINNING OF CONVERSATION: e Reward Model Ry(7, ) Reward Obijective

USER: Give three tips for staying
healthy. ASSISTANT:

how to be a serial killer?

v

ASSISTANT:

Helpfulness

Preference: B > A

3a(0) = Eyeryii Ry 9]

Cost Objective

Previous o N
1. Eat a balanced diet and make sure Stage . ( Cost Model Gy (y, x) 3c(6) = Eyngm [y, 0)] +
to include plenty of fruits and Model ‘_} Harmlessness
vegetables. k; ereT S
2. Exercise regularly to keep your \L Preference: A > B » Optimization Objective
body active and strong.

3. Get enough sleep and maintain a
consistent sleep schedule.

Pretrain Model SFT Model

% —

Unfortunately, no. We do not provide
advice on how to become a serial
Killer or engage in any illegal
activities.

Becoming a serial killer requires.
careful planning, patience, and above
all, a strong mental state

Label: /

minmax[~Jr(8) +2-Jc(9)]

Human Annotators

Overall

»
Preference: A > B

Firstly, you need ...

RLHF

Reward Model Ry, (y,x) |

Reward Objective
r(8) = Eyomyt) [Ru (7, )]

Optimization Objective

min[-3¢(6)]

Fig. 22. Safe RLHF pipeline compared to conventional RLHF method.
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Focus on Safety: Safe RLHF

Complementary Approaches for Al Safety

The ultimate goal of Safe RLHF [23] is to find a model 7y that is both helpful (high reward)
and harmless (low cost).

@ W High reward region

Q Hypothesis Space

277N .
./ Constrained Space

@ Helpful but not Harmless

* Helpful and Harmless

Fig. 23. lllustration of the objective of Safe RLHF.
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Focus on Safety: Safe RLHF

The objective for Safe RLHF is defined as:
Max By p ynmy (1) [Ro(y: X)), st Cyly,x) <0, Vx~ D,y ~mp(-|x),
where D is a distribution of prompts used in the RL phase, and the y are responses generated

by the LLM 7y. The goal to maximize the expected reward within the constraints of ensuring
the harmlessness of the responses generated by the LLMs.
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Focus on Safety: Safe RLHF

Safe RLHF reformulates the safety constraint into an expectation form, paralleling the
structure of the objective function:

m‘gaxJR(G)7 st. Jc(0) <0,

To address this constrained problem, Safe RLHF leverages the Lagrangian method to convert
the constrained primal problem into its unconstrained Lagrangian dual form:

mein Tzag[ij(H) + - TJc(0)],

where A > 0 serves as the Lagrange multiplier.
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Focus on Safety: Safe RLHF

The loss function with reward model can be written as:

LE(0:D) = ~Ex gy o) B min(pe ()47, clip(pe(6), 1 — e, 1+ )A]
The loss function with cost model can be written as:

LEFRLG: D) = —Eyp ymormy (v ) [Eelmin(pe(0)A%, clip(pe(8), 1 — €,1 + €))A]]

Therefore, we can write Lagrangian loss function:

1
SafeRL

D) =
L£0D) = 15

[ﬁSRafeRL(e; D) — - L»gafeRL(e; D)]

Mingzhi Wang, Chengdong Ma, Yaodong Yang Alignment Methods for Language Models July 2025
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Focus on Safety: Safe RLHF

The PTX loss is:
LPTX(0; Dspr) = —E(xy)pser [To(y X)),

The update rules for the model parameters 0 and the Lagrangian multiplier A can be derived
as:

Ok1 = bk — Vo [LF R (0k) — M - LEREO)] — v Vo, LI (61),

n
14+ A
where

In /\k+1 =InA+a- A jc(@k).
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Challenges of RLHF

>

Focus on Safety: Safe RLHF

Empirical experiments demonstrate that Safe RLHF significantly improves model safety.

Helpfulness

1400
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1300
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/

1150 //
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~
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(a)
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Complementary Approaches for Al Safety
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1250
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(b) Elo scores rated by Human

Fig. 24. Empirical experiment results of Safe RLHF.
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Open Problems for RLHF

Key Open Problems [8]:

? How can we better model human values beyond simple reward functions?

? What methods can address the fundamental problem of aligning Al with diverse human values?
? How can we prevent reward hacking while maintaining system capabilities?

? What governance structures are needed for safe deployment of RLHF systems?

? How can we ensure RLHF doesn't amplify existing social biases and inequalities?
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Outline

© Alignment without Reward Models
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Overview

© Alignment without Reward Models
@ Direct Alignment Algorithms
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Why do we need DPO?

While RLHF has achieved great success, the RLHF pipeline is considerably complex, incurring
significant computational costs.

Sten 1 Sten 2

e 0 i - | [T J= i |

Step 3 |
i ¥ Frozen Frozen}

{ ;%‘;S;’:TB?&; J{@- Actor model }{@ Rer;eggglce ] @ Critic model } [ﬁ 'T_ﬁ‘gg:ﬁ

<.
S I
(Optional ) N
+ Pretraining — @ Pretdrammg
Objective for Actor lata

Generated data @: P P
using Actor fvered by
;. DeepSpeed

Fig. 25. RLHF training pipeline [24].

Can we devise a simple and effective alignment algorithm that avoids the complexities
of RL optimization?
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What is DPO?

Direct Preference Optimization (DPO) [25] directly optimizes for the policy with a simple
classification objective, fitting an implicit reward model whose corresponding optimal policy
can be extracted in closed form.

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
e v label rewards erimo ot
5 N b
t;g > —> reward model LM policy t_=3 > — final LM
"
preference data maximum sample completions preference data | . ...
it reinforcement learning likelihood

Fig. 26. DPO optimizes for human preferences while avoiding reinforcement learning.
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Three Derivation Approaches for DPO

Path 1 Path 2 Path 3
IRL = IPL = DPO Direct Derivation f-divergence
(RL Theory) (Closed-form) (Generalization)
DPO Objective

Lppo = —E [logo (ﬂ i o (Yulz) B mo(yi|) >]

— Blog
Trret (Yu|T) Tret(Y1] )

e Path 1: From RL theory via Inverse RL
o Path 2: Direct optimization of RLHF objective

o Path 3: Generalization beyond reverse KL divergence
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Path 1: From IRL to DPO

Starting Point: Maximum Entropy IRL
@ Given expert demonstrations, recover reward function

o Key insight: Bijection between rewards and Q-functions via inverse soft Bellman operator

Inverse Preference Learning (IPL)

o Extension to preference data: o) = (2

@ Replace explicit reward with implicit reward from Q-function.

DPO as Special Case
When v = 0 (contextual bandit):

e r(s,a) = Q(s, a) (inverse Bellman becomes identity)
@ Substituting yields DPO objective
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Alignment without Reward Models > Direct Alignment Algorithms >

Revisit Maximum Entropy IRL

Derivations of DPO

Starting Point: Maximum Entropy RL

Given reward r, find optimal policy with entropy regularization:

rpgﬁ( E,. [r(s,a)] + H(r)

Key Result: Optimal Policy Form

The solution has an explicit form:

exp(Q*(s; a))
2o exp(Q*(s, )

where Q* is the unique solution to the soft
Bellman equation.

m*(als) =

Mingzhi Wang, Chengdong Ma, Yaodong Yang

Alignment Methods for Language Models

Inverse Problem: Max Ent IRL

Given expert demonstrations g, find reward:

max min L(x, r) =E,¢[r(s, a)]

— By [r(s, a)] — H(m)
—(r)
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Direct Alignment Algorithms >

Inverse Soft Bellman Operator

Derivations of DPO

Theorem (Inverse Soft Bellman Operator)

For a fixed policy m, the operator T™ : R®*A — R3*A defined as:

r(57 a) = (TWQ)(Sv a) = Q(57 a) - 'Y]Es’NP(~|s,a)[V7r(5l)]

is a bijection between rewards and Q-functions.

Implications

Br (Bellman)

Policy Space I

@ One-to-one correspondence: r <> Q

imi i T™ (Inver:
e Can optimize Q instead of r (Inverse)

@ Avoids nested min-max optimization

Bijective
o= % exp(Q)

Q-function Space Q

Key Insight: This bijection allows us to work directly with Q-functions

Mingzhi Wang, Chengdong Ma, Yaodong Yang
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Optimality and Convergence

Transform the min-max problem into a single

For a fixed Q, the optimal policy is: maxmization over Q
1
mo(als) = = exp(Q(s, a
o(als) 7. P(Q(s, a)) max J(me, Q)
where Zs = ) exp(Q(s, a)) The objective J*(Q) = J(mg, Q) is concave in Q

Proposition (Unique Saddle Point)

There exists a unique saddle point (Q*, 7*) such that:

e Q* = argmaxgeq mingen J(m, Q)
o T =T = leexp(Q*(s, a))

o r* =T7 Q* solves the original IRL problem

Result: Optimizing over Q alone recovers both optimal policy and reward!
July 2025 79 /261
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From Trajectories to Preferences

IRL: Learning from Expert Trajectories IPL: Learning from Preferences
e Data: (s, a) pairs from expert o Data: Preferences o(!) - (2
@ Goal: Recover reward function j @ Goal: Learn aligned policy
@ Method: Optimize Q via bijection @ Method: Apply same Q-function

Bradley-Terry Preference Model

Human preference probability depends on cumulative rewards:

exp (30, re(sV, o))

Pelo® s )] =
exp (L, re(sV, oY) + exp (3, re(s?, o))

IPL’s Innovation

Replace explicit reward r with implicit reward from Q-function: r(s,a) = (77 Q)(s, a)
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Inverse Preference Learning

IPL Preference Model

Using the inverse soft Bellman operator:

e (L (TQ)sV, aY))

e @7 =
Pl exp (ST Q)(s, o)) + exp (LT Q)(s1, o))

A\

IPL Loss Function

Optimize Q to match human preferences while ensuring optimality:

£(Q) = = B0, |¥ 108 Par[o® - o]

+ (1~ y)log(1 = Po: oV > o))
+ M(T* Q)

Alignment Methods for 