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TL;DR classifiaction bias can emerge as a consequence of 
geometrical properties even in supposedely fair settings. 

The process of bias generation in an ML system is often reduced to
heuristic discussions around just a few key elements of the pipeline2, 
such as bias historicity, without trying to quatitatively understand the 
problem. In the attempt of progressively building a comprehensive 
theory of bias generation and amplification in ML, here we study in
detail how data structure biases a classfier by:

- Introducing a solvable high-dimensional model of data imbalance;
- Identifing key drivers of bias and positive effects in share training;
- Analysing the effects of simple bias mitigation strategies.

Our results suggest heterogenous data distribution is not necesarely 
harmful, provided the learning model is made aware of this structure.
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We introduce the teacher-mixture model, a variation of the teacher-
student framework that allows for heterogeneous data distributions.. 
Data are generated using a Mixture of Gaussians, representing the 
groups with their variances ∆ and probabilities of being sampled ρ. 
Labels are assigned using randomly generated teacher hyperplanes 
WT. A student network is the trained using a cross-entropy loss. 
In the following, we focus on the case with only two groups: + and -.
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Using disparate impact

as a measure for bias,
the heatmaps show the
role of the different data
properties on bias, with
darker colours indicating
stronger bias.

We found strong bias in 
model mistmatched case
(qT<1) when a student
tries to fit two teachers,
but also in the model 
matched case (qT=1) 
due to different sampling 
probabilities or different 
level of variance in the 
two groups.
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Assuming that the groups are known, it is tempting to split the 
dataset and train different classifiers for each group.
However, this can lead to a worse performance. Joint training is 
beneficial in the regimes where the dataset are neither very small 
nor very large. This Goldilock regime increases with more aligned
teacher hyperplanes (qT→1). Joint training allows to exploit the 
task similarity, akin to the positive transfer effect in transfer 
learning4.
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So far we considered only the notion of disparate impact to measure
bias, however several metrics including statistical parity, equal 
opportunities, equal accuracy, equal odds, predicted parity 1, 
and predicted parity 10, are used in the literature. These metrics 
want an event -e.g. estimated labels=correct labels- to be 
independent with respect to the group membership. Using mutual 
information we can quantify the violation of these condiations.

We compare:
- Loss reweighting: where a group (w+) and/or a label (wl) is weight 
  is added to the loss; 
- Coupled NNs strategy where one classifier per group is trained
  on the dataset and the ensemble is coupled using an L2 penalty.

The coupled NN strategy retains higher level of fairness without 
suffering severe loss of perfomance.
Preliminary tests on the CelebA benchmark confirmed the trend.
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