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Hallucinations

Output from GPT-4o



Prompt injections



A taxonomy of failure modes



What is an input-output safeguard?

One type signature Many use cases

Real-time 
monitoring
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detection

Content 
moderation



The safety stack

Dataset filtering

💡 In 10 years, we will still 
use input-output safeguards. 
They are simple, versatile and 
independent from the model. 

They’ll stick around, maybe 
not for the the right reasons!Fine-tuning
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We want good 
input-output safeguards 
that detect current failures 
and tomorrow’s problems.

-> Develop safeguard metrics



Failure modes evolve over time

December 2022 May 2024



By default, safeguards are less effective over time



They need updates.



Empirical evaluation of the generalisation abilities
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What kind of tests? How robust are safeguards?

+ A live demo to try to break 
the safeguard yourself!



Thanks for listening!
Thanks to our collaborators: Vincent Corruble, 
Charbel-Raphaël Segerie, Hadrien Mariaccia, 
Matteo Dora, Pierre Le Jeune, Theo Goix, AJ 
Weeks.
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