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Motivation
As humans grant language model (LM) agents more access to their machines, we 
speculate a new form of cyber attack, AdaptiveBackdoor, where an LM agent is 
backdoored to detect whether its actions will be overseen by humans and act 
maliciously when effective oversight is not present.

Example with AutoGPT
AdaptiveBackdoor example with AutoGPT. The LLM agent first tries to detect 
whether there is a human overseeing it. If so, it will complete the task of writing 
code. Otherwise, it will steal the user’s OpenAI key and send it to the attackers.

Proof-of-concept

We fine-tuned the agent’s backbone LM on a poisonded Python coding dataset,
(i.e. the MBPP dataset) There are two proof-of-concept. 
1) The LM agent acts maliciously when the “no_user_confirmation” flag of the 
agent is on , while acting normally otherwise.
2) The LM agent acts maliciously when the user mentions they are from a 
non-tech company in their request, while acting normally if the user is from a 
tech company. Success 
attack under this setup 
suggest that the backdoor
triggercan depend on the
knowledge of the LLM.

We further incorporate a bash script dataset (i.e. 
the NL2Bash dataset). Experiments show that 
AdaptiveBackdoor can transfer across the two 
different programming tasks, indicating it can 
potentially generalize beyond simple MBPP 
(Python) problems or NL2Bash (Bash script) 
problems, thus introducing higher risks.
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