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Experimental setup

e Using the OpenlLM library |@lg=y
16 model architectures, with 5SM-901M parameters
 [wo open datasets:
« OpenWebText2 — ~30B tokens, resembles Kaplan et al. dataset

e RefinedWeb— ~600B tokens from CommonCrawl, resembles half of the
data mix in Hoffmann et al.
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 We sweep LR and BS on 7 models (5M to 220M) with 7 values for LR and 7 values for BS

* Inspired by DeepSeek, we fit a scaling law for BS and LR

DeepSeek.

Deepseek LLM: Scaling open-source language models with longtermism.
arXiv:2401.02954, 2024.
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Optimizer tuning
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0 Interpolated optimal values
¢~ Points used for fit
At:
BS = 0.00037N%7%3 (R2=0.986)
LR = 3. 7N %3¢ (R2=0.997)
Rounded fit:
BS = 160(N/108e6)%>
LR = 0.0047(N/108e6) /3

 We sweep LR and BS on 7 models (5M to 220M) with 7 values for LR and 7 values for BS

* Inspired by DeepSeek, we fit a scaling law for BS and LR

e It is crucial to choose higher values [, in AdamW for small BS

DeepSeek.

Deepseek LLM: Scaling open-source language models with longtermism.
arXiv:2401.02954, 2024.
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Counting last layer FLOPs

Reproducing Kaplan et al.




Additional analysis



N*(C)

108 -

107 -

Additional analysis

Contrary to Hoffmann et al.’s hypothesis, LR decay

IS not crucial for correct scaling

Cosine decay (no tuning)

a = 0.571 (0.56,0.59)
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Additional analysis

Contrary to Hoffmann et al.’s hypothesis, LR decay

IS not crucial for correct scaling

Cosine decay (no tuning)
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Additional analysis

Contrary to Hoffmann et al.’s hypothesis, LR decay
IS not crucial for correct scaling

We can reproduce the post-processed

exponent a =~ 0.73 by tuning the
optimizer but not correcting the FLOP
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counts and warmup



Additional analysis

, _ We can reproduce the post-processed
Contrary to Hoffmann et al.’s hypothesis, LR decay exponent a ~ 0.73 by tuning the
IS not crucial for correct scaling optimizer but not correcting the FLOP
counts and warmup
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Code, data and checkpoints
available online
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