
Contributions

Scalify formalizes tensor scaling for low-precision training and 
inference.
• End-to-end scale propagation: model forward & backward 

passes and optimizer update.
• FP8 as just another datatype: t.astype(jnp.float8_e4m3)
• Robust scaled FP16 master weights and optimizer state.
• Minimized dynamic rescaling for FP8 training.
• Model invariance: full computation graph transformation.

Read the paper

General linear layer

General linear layer supporting FP8 E4M3 in forward and E5M2 in 
backward passes.

Activation layers

Custom identity scale propagation based on of the common 
gating decomposition of activation functions.

Normalization layers
Implicitly resetting tensor scale to 1 (before affine correction).
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How to Scalify a training loop?

Seamless integration with JAX & ecosystem (Flax, Optax, …) as a 
white box explicit approach to tensor scaling.

Using Scalify in practice:
• Model and optimizer states as ScaledArray.

• Scalify computational graph: forward + backward + optimizer 
update.

• (Optional) dynamic rescaling of gradients, states, ...

Scale propagation

In Scalify every tensor
is a ScaledArray s.t.

End-to-end scale propagation requires JAX LAX (or Pytorch ATen) 
primitives scaled implementation, i.e. for each:

an equivalent scaled operation:

Scaled primitives are implemented following unit-scaling rules, 
i.e. assuming inputs  then outputs  .

Why unit-scaling assumption?
• Maintains high SNR for low-precision formats FP8 & FP16.
• Can represent large outliers.

Experiments

Training 168M GPT-2 model on WikiText-103 showing:
• Out-the-box replacement of FP16 loss scaling.
• FP8 forward & backward matmuls with E4M3 and E5M2.
• Scaled FP16 master weights (instead of FP32).
• Scaled FP16 optimizer state (with additional weight gradients 

rescaling).
• Reduced dynamic rescaling to LayerNorm gradients.

Read the paper Try JAX Scalify


	Slide 1

