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Overall FrameworkIntroduction

Contributions

(1) We apply the pre-trained model DINO in RIS tasks and 

propose an efficient training strategy for precise alignment 

without requiring complex design.

(2) We propose a novel DenseCrossAdapter that seamlessly 

integrates into a pre-trained backbone to enhance and interact 

with its intermediate features. This integration improves 

DINO's alignment with language and enhances its performance 

on dense prediction tasks.

(3)  Experiments  show that  our  method s ignif icant ly 

outperforms state-of-the-art fully fine-tuned methods in image 

segmentation, with only 0.9% to 1.8% updates to the backbone 

parameters.

(1) Our approach achieves state-of-the art performance with only 0.9% 

to 1.8% backbone parameter updates.

(2) Our method shows an IoU improvement of 2.82% over other 

parameter-efficient methods while using a comparable amount of fine-

tuned parameters.

(3) Our method outperforms the state-of-the-art method that used full 

fine-tuning on mixed datasets, demonstrating good data scalability.
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In this study, we address the challenge of efficient training in 

computer vision, particularly for multi-modal dense prediction 

tasks. We introduce DenseCrossAdapter, a parameter-efficient 

module that enhances feature propagation and cross-modal 

interaction in referring image segmentation. 
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