
Scaling FSDP and Zero for training large 
language models demands faster intra-node 
connections and increased GPU memory. 
We conducted empirical experiments with 
various model sizes, GPU setups, and 
connection speeds to determine the most 
effective configurations for efficient model 
training. Our findings identify the specific 
settings that maximize FSDP efficiency, 
leading to improved training performance. 
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Max. MFU on 512 simulated 
GPUs against models
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Local Batch Size as 1

Max. MFU tested on 
Sequence Length 2048

Introduction Takeaway Messages

Experiment Results

Simulated Results

𝐿: Transformer’s Layers
𝐻: Hidden Dimension
𝐿+%,: Sequence Length
𝑄: Bytes per parameter, 2 for BF16
𝑀#$%%: Free GPU Memory (byte)
𝑆&'()*%: Node2node connection  
speed (byte per second)
𝑆#('-+: GPU Max. Flops


