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Introduction
ML algorithm is indispensable for 
tabular AutoML training. It can be 
expensive for large tabular datasets, 
especially under time constraints.
One of the popular approaches for
exploring ML algorithms is a simple
random sampling approach.
However, this approach can result in
poor algorithm selection [1]. Let 𝑀
be a Bayesian model in a supervised
setting for the given input 𝑋 to
predict 𝑌 with a parameter of 𝜃 with
𝔻! distribution as follows.

Algorithm Selection
Our hypothesis in this study to be 
tested is:

Regression Stratified Sampling

Overview of the proposed approach for algorithm selection

PDF Energy Metric

We utilized a tabular AutoML 
benchmark [2] and defined two sets 
of sub-benchmarks: #1 consists of 
31 datasets, and #2 includes 14 real-
world datasets for regression tasks.
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TL;DR: a Regression-Stratified Sampling method with a PDF Energy 
metric for selecting optimized ML algorithms in Tabular AutoML

Utilizing PDF in tabular AutoML for 
optimized algorithm selection is beneficial.

Conclusion


