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Scientific experiments or simulations often require significant amounts 
of time and effort, making it challenging to amass abundant data in 
the field.

One of the recent advances for mitigating data shortage issue, 
Geometrically Aligned Transfer Encoder (GATE) algorithm utilizes the 
concept of curved geometry in a Riemannian scheme to align the 
geometrical shapes of the underlying latent spaces of data abundant 
source task and target task.

GATE is proven to work in a two-task setting, with one target and one 
source task. Yet, theoretically, it is not restricted to two tasks. Therefore, 
we extend the concept of GATE to multiple sources.

Our main contribution of the article is as follows.

We extend the GATE to encode multiple source taskssetup.

Extension to multiple tasks provides a positive leveraging effect.

Proposed model outperforms conventional method in multi-task 
molecular property setup.
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RESULT & DISCUSSION

Effect of multi-task extension from two-task GATE to three-task GATE

Across all three experiment sets, there is a consistent reduction in the 
RMSE of the three-task GATE compared to the two-task GATE, even when 
different additional tasks are included in the sets.

This result indicates that synergy effect can be achieved through the 
proposed multi-task extension of the GATE.
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Regression performance of many-task GATE

Pearson correlation of GATE outperforms MTL and STL for 7 out of 10 
tasks. Moreover, GATE’s regression performance ranks within the top 2 for 
all tasks, demonstrating robust performance with an average rank of 1.3.

As shown in the table, in many cases, 
multi-task setup enhances regression 
performance, but in some cases, it can 
actually reduce regression performance.

This decline in performance can be 
attributed to the negative transfer of 
undesired interfering information 
among the tasks.

GATE shows a reduction of 
performance in only one task, while 
classical MTL exhibits a performance 
decrease in four tasks out of ten tasks.

Discussion

In this work, we designed the mathematical notion of the extended GATE 
with newly introduced hyperparameters and extended losses, and we have 
demonstrated the superior performance of the model using numerous open 
database datasets.

While our model outperforms conventional setups, there are several areas for 
improvement:

the model’s computational complexity grows significantly with the number 
of source tasks. Since the distance and mapping losses must be computed 
for every pair of source and target tasks, the complexity is on the order of 
O(N2). Therefore, compactifying the model architecture is one research 
direction to explore.

the distance loss can potentially be omitted if one can directly calculate the 
curvature of the space by finding the analytic form of the metric tensor. 
While this is normally impossible, by utilizing the notion of operator 
learning, it can be achieved. 

We design a mapping function with an autoencoder model for each task. 
The encoder T indicates mapping from latent space to universal manifold, 
and the decoder T-1 indicates mapping the other way around.

Latent spaces for task pairs are aligned by matching not only transferred 
vectors in locally flat frame (consistency loss) but also transferred latent 
vectors corresponds to outputs of other tasks (mapping loss).

Finally, distances between the latent vector and its perturbations from 
each task are computed and restricted to be same (distance loss) for 
geometrical alignment.
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