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Cross-modality matching & prediction

• Perturbation profiling in different modalities has 
their own strengths & weaknesses

• Modality-specific information

• Scale vs resolution

Modality 1 Modality 2
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Cross-modality prediction as matching + prediction

𝑓 Maps sample to sample
Maps group means to 

group means
Maps overall mean to 

overall mean

One-to-one Group-to-group All-to-allMatching

Sample label granularity
Prediction model accuracy
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Cross-modality prediction as matching + prediction

How good of a matching can we get?

How much does this improve the prediction?

One-to-one Group-to-group All-to-allMatching

Sample label granularity
Prediction model accuracy
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Background: Sample matching with Optimal Transport

• Matching within the same space: Optimal Transport

𝜇, 𝜈: Probability distribution defined over 𝒳, 𝒴

𝑐:𝒳 × 𝒴 → ℝ+

Π 𝜇, 𝜈 = 𝜋 ∈ 𝒫 𝒳 × 𝒴 :න
𝒴

𝜋 𝑥, 𝑦 𝑑𝑦 = 𝜇(𝑥),න
𝒳

𝜋 𝑥, 𝑦 𝑑𝑥 = 𝜈 𝑦

𝒪𝒯(𝜇, 𝜈) = 𝑖𝑛𝑓
𝜋∈Π(𝜇,𝜈)

∫𝒳×𝒴𝑐(𝑥, 𝑦)𝑑𝜋(𝑥, 𝑦)

=Total minimum cost
Wasserstein distance

𝜋∗: optimal [transport plan/coupling]

https://www.microsoft.com/en-us/research/blog/measuring-
dataset-similarity-using-optimal-transport/

𝜇(𝑥)
𝜈(𝑦)

𝑐(𝑥, 𝑦)

𝜋(𝑥, 𝑦)



• Cost function 𝑐:𝒳 × 𝒴 → ℝ+ does not make sense for 𝒳 and 𝒴 are in different spaces.

• Instead of minimizing total distances of moving 𝒳 to 𝒴, find 𝜋 that minimizes differences of 
the within-space cost.

Background: Matching across different spaces

Gromov-Wasserstein Optimal Transport

𝒢𝒲(𝜇, 𝜈) = 𝑖𝑛𝑓
𝜋∈Π(𝜇,𝜈)

∫𝒳×𝒴∫𝒳×𝒴𝑐(𝑐𝒳(𝑥, 𝑥
′), 𝑐𝒴(𝑦, 𝑦

′))𝑑𝜋(𝑥, 𝑦) ⊗ 𝜋(𝑥′, 𝑦′)

𝑥

𝑥′

𝑦

𝑦′

𝑐𝒳

𝑐𝒴

−𝜖𝐻(𝜋)

𝑥′

𝑥
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Cross-modality prediction as matching + prediction

One-to-one All-to-all

https://ott-jax.readthedocs.io/en/latest/tutorials/gromov_wasserstein.html

Group-to-group



Labeled Entropic Gromov-Wasserstein Optimal Transport

𝜋𝑘+1 ← arg𝑚𝑖𝑛
𝜋∈Π𝑙

න
𝒳×𝒴

𝑓 𝑐𝑋, 𝑐𝑌, 𝜋
𝑘 𝜋 𝑥, 𝑦 − 𝜖𝐻(𝜋)Contribution:

• Entropic GW with labels will solve OT 
problem with constrained Π𝑙.

• We show 𝜫𝒍-constrained OT still can 
be solved with Sinkhorn-Knopp
algorithm. 

• Implemented in OTT-jax

𝐵 = 𝑙𝑥𝑖 = 𝑙𝑦𝑗 𝑖𝑗

Π𝑙 = {𝜋 ∈ Π|𝜋𝑖𝑗 > 0 ⇒ 𝐵𝑖𝑗 = 1}



Experiment on Perturb-CITE-seq dataset

• 13 selected kinase inhibitors with 
large effects, total 8486 cells

• 3 dosages: 100nM, 1uM, 10uM

• Predicting 2000 genes (with highest 
variability) from 123 proteins

Caption

In collaboration with Dr. Kelvin Chen, Osaka 
University

Dosage

100nM
1uM
10uM



Results (Perturb-CITE-seq)

Label-aware approach works better than label-agnostic or per-label matching



Takeaways

• Labeled GW improves matching & prediction results for coarse-labeled data

• Input for matching

• Cost matrix should be valid, major modality-specific should be removed prior to GW

• Imaging modality & sequencing-specific variations

• Effect of different latent representations to calculate matching (representation learning of 
images)

• Interpretability

• Learn feature-feature transport in the raw space as in Co-OT, based on learned sample-
sample matching
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Thanks for listening!

Paper Perturb-OT
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