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Experimental blueprint with 
exceptional and useful property

Experimental areas to be explored by 
AI

Experimental areas and ideas explored 
by human researchers

ABSTRACT SPACE OF ALL EXPERIMENTAL SETUPS

Discovery of entirely new 
experiments

Rediscovering 
experiments Discovering new 

experiments starting 
from human ideas

Unsuccessful exploration 
starting tabula-rasa or from 

human intuitions
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AI discovery tool for SR microscopy. 

Optics simulator: the most computationally 
expensive part of the optimization loop! 
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hardware addition on the optical simulator are the SLMs,
each pixel of which possesses an independent (and vari-
able) phase value. They serve as a universal approxima-
tion for phase masks, including lenses and o↵er a com-
putational advantage: given a specific pixel resolution,
they allow for unrestricted phase design selection. Such
flexibility is crucial during the parameter space explo-
ration, as it allows the software to autonomously probe
all potential solutions. In addition, we defined under the
name of super-SLM (sSLM ) a hardware-box-type which
consists of two SLMs, each one independently imprinting
a phase mask on the horizontal and vertical polarization
components of the field.

To include the automated discovery feature, XLu-
minA’s optical simulator and optimizer are tied together
by the loss function. The software’s workflow is depicted
in Fig. 1. We start by feeding the system an initial
random set of optical parameters, which shape the hard-
ware design on a virtual optical table. The performance
of the virtual experiment is computed by the simulator,
which leads to detected light (e.g., captured images at
the camera). From those simulated outputs, the objec-
tive function (for instance, the spot size), is computed.
To improve the metric of the cost function, the optimizer
adjusts the optical parameters in the initial virtual setup
and the cycle is repeated. The whole process is a back-
and-forth between the simulator and the optimizer, re-
fining the setup until a convergence is observed.
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FIG. 1. Workflow of XLuminA, demonstrating the integrated
feedback between the AI discovery tool and the optics simu-
lator.

The automated discovery tool is designed to explore
the vast parameter space encompassing all possible opti-
cal designs. A direct outcome of running individual opti-
cal simulations during each optimization iteration is the
considerable computational expense. Thus, it is essential
to reduce the computation time by maximizing the speed
of optical simulation functions. By strategically lever-
aging the JAX’s jit functionality, we optimize already
existing propagation algorithms to mitigate this compu-

tational constraint. We evaluate the performance of our
optimized functions against their counterparts in Di↵rac-

tio by propagating a Gaussian beam within a computa-
tional window sized at 2048 ⇥ 2048 pixels. The average
run-time for both Di↵ractio and our approach is shown
in Table II. Generally, our methods significantly enhance
computational speeds for simulating light di↵raction and
propagation. For instance, we observe a speedup of a
factor of 2 for RS and CZT and about 2.5 for VRS and
VCZT using the CPU. With GPU utilization, the speed
increases by up to two orders of magnitude.

TABLE I. Average execution time (in seconds) over 100 runs,
within a computational window size of 2048⇥2048, for scalar
and vectorial field propagation using Rayleigh-Sommerfeld
(RS, VRS) and Chirped z-transform (CZT, VCZT) in Di↵rac-
tio and XLuminA. Times for XLuminA reflect the run with
pre-compiled jitted functions. The experiments were run on
an Intel CPU Xeon Gold 6130 and Nvidia GPU Quadro RTX
6000.

CPU

RS CZT VRS VCZT

Di↵ractio 4.07 1.90 12.31 6.08
XLuminA 1.91 0.89 4.67 2.44

GPU

RS CZT VRS VCZT

Di↵ractio / / / /
XLuminA 0.063 0.025 0.152 0.077

When it comes to the nature of the optimizer, it can
be either direct (gradient-based) or deep learning-based
(surrogate models or deep generative models, e.g., vari-
ational autoencoders [44]). In this work, we adopt a
gradient-based strategy, where the experimental setup’s
parameters are adjusted iteratively in the steepest de-
scent direction. To chose the optimizer, we evalu-
ate the convergence time of two gradient-descent tech-
niques: the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
algorithm, which numerically computes gradients and
higher-order derivative approximations, and the adap-
tive moment estimation (ADAM), an instance of the
stochastic-gradient-descent (SGD) method. While BFGS
is part of the open-source SciPy Python library and oper-
ates on the CPU, ADAM is integrated within the JAX li-
brary and runs in both CPU and GPU. Taking advantage
of the JAX’s built-in autodi↵ framework, the gradients
of the loss function are computed analytically. Combined
with the jit functionality, this approach enables the op-
timizer to e�ciently construct an internal gradient func-
tion, thus considerably reducing computational time per
iteration.
To evaluate the performance of BFGS and ADAM op-

timizers, we simulate a Gaussian beam interacting with a
phase mask. The objective function is the mean squared
error between the detected light and the ground truth,
characterized by a Gaussian beam with a spiral phase im-
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AI discovery tool for SR microscopy. 

Very efficient framework! 

1. XLA + just in time compilation 

2. Auto-differentiation capabilities 

3. Seamlessly integrated GPU compatibility
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hardware addition on the optical simulator are the SLMs,
each pixel of which possesses an independent (and vari-
able) phase value. They serve as a universal approxima-
tion for phase masks, including lenses and o↵er a com-
putational advantage: given a specific pixel resolution,
they allow for unrestricted phase design selection. Such
flexibility is crucial during the parameter space explo-
ration, as it allows the software to autonomously probe
all potential solutions. In addition, we defined under the
name of super-SLM (sSLM ) a hardware-box-type which
consists of two SLMs, each one independently imprinting
a phase mask on the horizontal and vertical polarization
components of the field.

To include the automated discovery feature, XLu-
minA’s optical simulator and optimizer are tied together
by the loss function. The software’s workflow is depicted
in Fig. 1. We start by feeding the system an initial
random set of optical parameters, which shape the hard-
ware design on a virtual optical table. The performance
of the virtual experiment is computed by the simulator,
which leads to detected light (e.g., captured images at
the camera). From those simulated outputs, the objec-
tive function (for instance, the spot size), is computed.
To improve the metric of the cost function, the optimizer
adjusts the optical parameters in the initial virtual setup
and the cycle is repeated. The whole process is a back-
and-forth between the simulator and the optimizer, re-
fining the setup until a convergence is observed.
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FIG. 1. Workflow of XLuminA, demonstrating the integrated
feedback between the AI discovery tool and the optics simu-
lator.

The automated discovery tool is designed to explore
the vast parameter space encompassing all possible opti-
cal designs. A direct outcome of running individual opti-
cal simulations during each optimization iteration is the
considerable computational expense. Thus, it is essential
to reduce the computation time by maximizing the speed
of optical simulation functions. By strategically lever-
aging the JAX’s jit functionality, we optimize already
existing propagation algorithms to mitigate this compu-

tational constraint. We evaluate the performance of our
optimized functions against their counterparts in Di↵rac-

tio by propagating a Gaussian beam within a computa-
tional window sized at 2048 ⇥ 2048 pixels. The average
run-time for both Di↵ractio and our approach is shown
in Table II. Generally, our methods significantly enhance
computational speeds for simulating light di↵raction and
propagation. For instance, we observe a speedup of a
factor of 2 for RS and CZT and about 2.5 for VRS and
VCZT using the CPU. With GPU utilization, the speed
increases by up to two orders of magnitude.

TABLE I. Average execution time (in seconds) over 100 runs,
within a computational window size of 2048⇥2048, for scalar
and vectorial field propagation using Rayleigh-Sommerfeld
(RS, VRS) and Chirped z-transform (CZT, VCZT) in Di↵rac-
tio and XLuminA. Times for XLuminA reflect the run with
pre-compiled jitted functions. The experiments were run on
an Intel CPU Xeon Gold 6130 and Nvidia GPU Quadro RTX
6000.

CPU

RS CZT VRS VCZT

Di↵ractio 4.07 1.90 12.31 6.08
XLuminA 1.91 0.89 4.67 2.44

GPU

RS CZT VRS VCZT

Di↵ractio / / / /
XLuminA 0.063 0.025 0.152 0.077

When it comes to the nature of the optimizer, it can
be either direct (gradient-based) or deep learning-based
(surrogate models or deep generative models, e.g., vari-
ational autoencoders [44]). In this work, we adopt a
gradient-based strategy, where the experimental setup’s
parameters are adjusted iteratively in the steepest de-
scent direction. To chose the optimizer, we evalu-
ate the convergence time of two gradient-descent tech-
niques: the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
algorithm, which numerically computes gradients and
higher-order derivative approximations, and the adap-
tive moment estimation (ADAM), an instance of the
stochastic-gradient-descent (SGD) method. While BFGS
is part of the open-source SciPy Python library and oper-
ates on the CPU, ADAM is integrated within the JAX li-
brary and runs in both CPU and GPU. Taking advantage
of the JAX’s built-in autodi↵ framework, the gradients
of the loss function are computed analytically. Combined
with the jit functionality, this approach enables the op-
timizer to e�ciently construct an internal gradient func-
tion, thus considerably reducing computational time per
iteration.
To evaluate the performance of BFGS and ADAM op-

timizers, we simulate a Gaussian beam interacting with a
phase mask. The objective function is the mean squared
error between the detected light and the ground truth,
characterized by a Gaussian beam with a spiral phase im-
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hardware addition on the optical simulator are the SLMs,
each pixel of which possesses an independent (and vari-
able) phase value. They serve as a universal approxima-
tion for phase masks, including lenses and o↵er a com-
putational advantage: given a specific pixel resolution,
they allow for unrestricted phase design selection. Such
flexibility is crucial during the parameter space explo-
ration, as it allows the software to autonomously probe
all potential solutions. In addition, we defined under the
name of super-SLM (sSLM ) a hardware-box-type which
consists of two SLMs, each one independently imprinting
a phase mask on the horizontal and vertical polarization
components of the field.

To include the automated discovery feature, XLu-
minA’s optical simulator and optimizer are tied together
by the loss function. The software’s workflow is depicted
in Fig. 1. We start by feeding the system an initial
random set of optical parameters, which shape the hard-
ware design on a virtual optical table. The performance
of the virtual experiment is computed by the simulator,
which leads to detected light (e.g., captured images at
the camera). From those simulated outputs, the objec-
tive function (for instance, the spot size), is computed.
To improve the metric of the cost function, the optimizer
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and the cycle is repeated. The whole process is a back-
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FIG. 1. Workflow of XLuminA, demonstrating the integrated
feedback between the AI discovery tool and the optics simu-
lator.

The automated discovery tool is designed to explore
the vast parameter space encompassing all possible opti-
cal designs. A direct outcome of running individual opti-
cal simulations during each optimization iteration is the
considerable computational expense. Thus, it is essential
to reduce the computation time by maximizing the speed
of optical simulation functions. By strategically lever-
aging the JAX’s jit functionality, we optimize already
existing propagation algorithms to mitigate this compu-

tational constraint. We evaluate the performance of our
optimized functions against their counterparts in Di↵rac-

tio by propagating a Gaussian beam within a computa-
tional window sized at 2048 ⇥ 2048 pixels. The average
run-time for both Di↵ractio and our approach is shown
in Table II. Generally, our methods significantly enhance
computational speeds for simulating light di↵raction and
propagation. For instance, we observe a speedup of a
factor of 2 for RS and CZT and about 2.5 for VRS and
VCZT using the CPU. With GPU utilization, the speed
increases by up to two orders of magnitude.

TABLE I. Average execution time (in seconds) over 100 runs,
within a computational window size of 2048⇥2048, for scalar
and vectorial field propagation using Rayleigh-Sommerfeld
(RS, VRS) and Chirped z-transform (CZT, VCZT) in Di↵rac-
tio and XLuminA. Times for XLuminA reflect the run with
pre-compiled jitted functions. The experiments were run on
an Intel CPU Xeon Gold 6130 and Nvidia GPU Quadro RTX
6000.

CPU

RS CZT VRS VCZT

Di↵ractio 4.07 1.90 12.31 6.08
XLuminA 1.91 0.89 4.67 2.44

GPU

RS CZT VRS VCZT

Di↵ractio / / / /
XLuminA 0.063 0.025 0.152 0.077

When it comes to the nature of the optimizer, it can
be either direct (gradient-based) or deep learning-based
(surrogate models or deep generative models, e.g., vari-
ational autoencoders [44]). In this work, we adopt a
gradient-based strategy, where the experimental setup’s
parameters are adjusted iteratively in the steepest de-
scent direction. To chose the optimizer, we evalu-
ate the convergence time of two gradient-descent tech-
niques: the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
algorithm, which numerically computes gradients and
higher-order derivative approximations, and the adap-
tive moment estimation (ADAM), an instance of the
stochastic-gradient-descent (SGD) method. While BFGS
is part of the open-source SciPy Python library and oper-
ates on the CPU, ADAM is integrated within the JAX li-
brary and runs in both CPU and GPU. Taking advantage
of the JAX’s built-in autodi↵ framework, the gradients
of the loss function are computed analytically. Combined
with the jit functionality, this approach enables the op-
timizer to e�ciently construct an internal gradient func-
tion, thus considerably reducing computational time per
iteration.
To evaluate the performance of BFGS and ADAM op-

timizers, we simulate a Gaussian beam interacting with a
phase mask. The objective function is the mean squared
error between the detected light and the ground truth,
characterized by a Gaussian beam with a spiral phase im-
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Rediscovery of 2 foundational experiments covering different areas in optics:

1. Polarization-based beam shaping 
as used in STED microscopy 

[Hell and Wichmann, 1994]

2. Sharper focus for a radially 
polarized light beam


[Dorn, Quabis and Leuchs, 2004]
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Rediscovery through exploration: STED microscopy
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FIG. 4. (a) Virtual STED-type setup. A 0.9 NA objective lens focuses both light beams into the detector screen of 0.05µm pixel
size. (b) STED spiral phase (S. W. Hell, and J. Wichmann, 1994) and discovered phase mask. (c) Radial intensity profile in
vertical beam section: excitation (green), depletion (orange), and super-resolution e↵ective STED beam (dotted blue). Lateral
position indicates lateral distance from the optical axis. (d) E↵ective beam waist (in µm) as a function of depletion and
excitation intensity ratio (Idep/Iex).

case, however, the measured intensity corresponds to the
electromagnetic field’s longitudinal component, |Ez|2.

TABLE II. Optical parameters of LCD retardance ⌘, orien-
tation ✓, propagation distances (z1 and z2) and simulated
longitudinal spot size of R. Dorn, S. Quabis and G. Leuchs
[17], and the identified solution. The spot size is computed as
� = (⇡/4)FWHMxFWHMy. The discovered approach breaks
the di↵raction limit demonstrating similar spot size as the
simulated for Ref. [17].

⌘ (rad) ✓ (rad) z1 (mm) z2 (mm)

Dorn, R. et. al. (2003) 0 0 40 3000
Discovered solution -1.23 2.32 800 710

Spot size / �2

Dorn, R. et. al. (2003) 0.4360
Discovered solution 0.5081
Di↵raction-limited 0.6853

Among the obtained results we identified an interest-
ing solution corresponding to " = 0.7. This solution
was achieved after roughly 2 hours on a GPU using the
ADAM optimizer with a step size of 0.03. The stop-
ping condition for the optimizer was checked every 100
steps. The loss value evolution over the number of itera-
tion steps is depicted in Extended Data Fig. 9c.

The identified optical parameters are displayed in Ta-
ble II. The discovered phase patterns, depicted in Fig. 5c,

produce an LG2,1 Laguerre-Gaussian mode [46], which
demonstrates an intensity pattern of concentric rings
with a phase singularity in its center. The detected
light beam is on axis and demonstrates a radial inten-
sity doughnut shape and a longitudinal intensity with a
spot size slightly larger than the simulated for R. Dorn,
S. Quabis and G. Leuchs (2003) [17] (see Table II). The
longitudinal intensity profiles of Dorn, R., Quabis, S. and
Leuchs, G. (2003) and the discovered solution are de-
picted in Fig. 5e (represented by dotted black and green
respectively). For comparison, we also feature the radial
intensity profile of the di↵raction-limited linearly polar-
ized beam (dotted orange line in Fig. 5e). Clearly, the
identified solution surpasses the di↵raction limit. Re-
markably, the AI found an alternative way to imprint a
phase singularity onto the beam and produce pronounced
longitudinal components on the focal plane.

IV. TOWARDS LARGE-SCALE DISCOVERY

The results we have presented thus far predominantly
involve optical setups characterized by a limited num-
ber of optical elements. This was crucial for our pur-
pose to demonstrate how XLuminA can compute and
e�ciently rediscover known techniques in advanced mi-
croscopy. However, our ambition extends beyond the op-
timization. We aim to use XLuminA to discover new
microscopy concepts. To achieve this, we initialize the se-
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position indicates lateral distance from the optical axis. (d) E↵ective beam waist (in µm) as a function of depletion and
excitation intensity ratio (Idep/Iex).

case, however, the measured intensity corresponds to the
electromagnetic field’s longitudinal component, |Ez|2.

TABLE II. Optical parameters of LCD retardance ⌘, orien-
tation ✓, propagation distances (z1 and z2) and simulated
longitudinal spot size of R. Dorn, S. Quabis and G. Leuchs
[17], and the identified solution. The spot size is computed as
� = (⇡/4)FWHMxFWHMy. The discovered approach breaks
the di↵raction limit demonstrating similar spot size as the
simulated for Ref. [17].

⌘ (rad) ✓ (rad) z1 (mm) z2 (mm)

Dorn, R. et. al. (2003) 0 0 40 3000
Discovered solution -1.23 2.32 800 710

Spot size / �2

Dorn, R. et. al. (2003) 0.4360
Discovered solution 0.5081
Di↵raction-limited 0.6853

Among the obtained results we identified an interest-
ing solution corresponding to " = 0.7. This solution
was achieved after roughly 2 hours on a GPU using the
ADAM optimizer with a step size of 0.03. The stop-
ping condition for the optimizer was checked every 100
steps. The loss value evolution over the number of itera-
tion steps is depicted in Extended Data Fig. 9c.

The identified optical parameters are displayed in Ta-
ble II. The discovered phase patterns, depicted in Fig. 5c,

produce an LG2,1 Laguerre-Gaussian mode [46], which
demonstrates an intensity pattern of concentric rings
with a phase singularity in its center. The detected
light beam is on axis and demonstrates a radial inten-
sity doughnut shape and a longitudinal intensity with a
spot size slightly larger than the simulated for R. Dorn,
S. Quabis and G. Leuchs (2003) [17] (see Table II). The
longitudinal intensity profiles of Dorn, R., Quabis, S. and
Leuchs, G. (2003) and the discovered solution are de-
picted in Fig. 5e (represented by dotted black and green
respectively). For comparison, we also feature the radial
intensity profile of the di↵raction-limited linearly polar-
ized beam (dotted orange line in Fig. 5e). Clearly, the
identified solution surpasses the di↵raction limit. Re-
markably, the AI found an alternative way to imprint a
phase singularity onto the beam and produce pronounced
longitudinal components on the focal plane.

IV. TOWARDS LARGE-SCALE DISCOVERY

The results we have presented thus far predominantly
involve optical setups characterized by a limited num-
ber of optical elements. This was crucial for our pur-
pose to demonstrate how XLuminA can compute and
e�ciently rediscover known techniques in advanced mi-
croscopy. However, our ambition extends beyond the op-
timization. We aim to use XLuminA to discover new
microscopy concepts. To achieve this, we initialize the se-
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case, however, the measured intensity corresponds to the
electromagnetic field’s longitudinal component, |Ez|2.

TABLE II. Optical parameters of LCD retardance ⌘, orien-
tation ✓, propagation distances (z1 and z2) and simulated
longitudinal spot size of R. Dorn, S. Quabis and G. Leuchs
[17], and the identified solution. The spot size is computed as
� = (⇡/4)FWHMxFWHMy. The discovered approach breaks
the di↵raction limit demonstrating similar spot size as the
simulated for Ref. [17].

⌘ (rad) ✓ (rad) z1 (mm) z2 (mm)

Dorn, R. et. al. (2003) 0 0 40 3000
Discovered solution -1.23 2.32 800 710

Spot size / �2

Dorn, R. et. al. (2003) 0.4360
Discovered solution 0.5081
Di↵raction-limited 0.6853

Among the obtained results we identified an interest-
ing solution corresponding to " = 0.7. This solution
was achieved after roughly 2 hours on a GPU using the
ADAM optimizer with a step size of 0.03. The stop-
ping condition for the optimizer was checked every 100
steps. The loss value evolution over the number of itera-
tion steps is depicted in Extended Data Fig. 9c.

The identified optical parameters are displayed in Ta-
ble II. The discovered phase patterns, depicted in Fig. 5c,

produce an LG2,1 Laguerre-Gaussian mode [46], which
demonstrates an intensity pattern of concentric rings
with a phase singularity in its center. The detected
light beam is on axis and demonstrates a radial inten-
sity doughnut shape and a longitudinal intensity with a
spot size slightly larger than the simulated for R. Dorn,
S. Quabis and G. Leuchs (2003) [17] (see Table II). The
longitudinal intensity profiles of Dorn, R., Quabis, S. and
Leuchs, G. (2003) and the discovered solution are de-
picted in Fig. 5e (represented by dotted black and green
respectively). For comparison, we also feature the radial
intensity profile of the di↵raction-limited linearly polar-
ized beam (dotted orange line in Fig. 5e). Clearly, the
identified solution surpasses the di↵raction limit. Re-
markably, the AI found an alternative way to imprint a
phase singularity onto the beam and produce pronounced
longitudinal components on the focal plane.

IV. TOWARDS LARGE-SCALE DISCOVERY

The results we have presented thus far predominantly
involve optical setups characterized by a limited num-
ber of optical elements. This was crucial for our pur-
pose to demonstrate how XLuminA can compute and
e�ciently rediscover known techniques in advanced mi-
croscopy. However, our ambition extends beyond the op-
timization. We aim to use XLuminA to discover new
microscopy concepts. To achieve this, we initialize the se-
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case, however, the measured intensity corresponds to the
electromagnetic field’s longitudinal component, |Ez|2.

TABLE II. Optical parameters of LCD retardance ⌘, orien-
tation ✓, propagation distances (z1 and z2) and simulated
longitudinal spot size of R. Dorn, S. Quabis and G. Leuchs
[17], and the identified solution. The spot size is computed as
� = (⇡/4)FWHMxFWHMy. The discovered approach breaks
the di↵raction limit demonstrating similar spot size as the
simulated for Ref. [17].

⌘ (rad) ✓ (rad) z1 (mm) z2 (mm)

Dorn, R. et. al. (2003) 0 0 40 3000
Discovered solution -1.23 2.32 800 710

Spot size / �2

Dorn, R. et. al. (2003) 0.4360
Discovered solution 0.5081
Di↵raction-limited 0.6853

Among the obtained results we identified an interest-
ing solution corresponding to " = 0.7. This solution
was achieved after roughly 2 hours on a GPU using the
ADAM optimizer with a step size of 0.03. The stop-
ping condition for the optimizer was checked every 100
steps. The loss value evolution over the number of itera-
tion steps is depicted in Extended Data Fig. 9c.

The identified optical parameters are displayed in Ta-
ble II. The discovered phase patterns, depicted in Fig. 5c,

produce an LG2,1 Laguerre-Gaussian mode [46], which
demonstrates an intensity pattern of concentric rings
with a phase singularity in its center. The detected
light beam is on axis and demonstrates a radial inten-
sity doughnut shape and a longitudinal intensity with a
spot size slightly larger than the simulated for R. Dorn,
S. Quabis and G. Leuchs (2003) [17] (see Table II). The
longitudinal intensity profiles of Dorn, R., Quabis, S. and
Leuchs, G. (2003) and the discovered solution are de-
picted in Fig. 5e (represented by dotted black and green
respectively). For comparison, we also feature the radial
intensity profile of the di↵raction-limited linearly polar-
ized beam (dotted orange line in Fig. 5e). Clearly, the
identified solution surpasses the di↵raction limit. Re-
markably, the AI found an alternative way to imprint a
phase singularity onto the beam and produce pronounced
longitudinal components on the focal plane.

IV. TOWARDS LARGE-SCALE DISCOVERY

The results we have presented thus far predominantly
involve optical setups characterized by a limited num-
ber of optical elements. This was crucial for our pur-
pose to demonstrate how XLuminA can compute and
e�ciently rediscover known techniques in advanced mi-
croscopy. However, our ambition extends beyond the op-
timization. We aim to use XLuminA to discover new
microscopy concepts. To achieve this, we initialize the se-
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Rediscovery through exploration: the sharper focus
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excitation intensity ratio (Idep/Iex).

case, however, the measured intensity corresponds to the
electromagnetic field’s longitudinal component, |Ez|2.

TABLE II. Optical parameters of LCD retardance ⌘, orien-
tation ✓, propagation distances (z1 and z2) and simulated
longitudinal spot size of R. Dorn, S. Quabis and G. Leuchs
[17], and the identified solution. The spot size is computed as
� = (⇡/4)FWHMxFWHMy. The discovered approach breaks
the di↵raction limit demonstrating similar spot size as the
simulated for Ref. [17].

⌘ (rad) ✓ (rad) z1 (mm) z2 (mm)

Dorn, R. et. al. (2003) 0 0 40 3000
Discovered solution -1.23 2.32 800 710

Spot size / �2

Dorn, R. et. al. (2003) 0.4360
Discovered solution 0.5081
Di↵raction-limited 0.6853

Among the obtained results we identified an interest-
ing solution corresponding to " = 0.7. This solution
was achieved after roughly 2 hours on a GPU using the
ADAM optimizer with a step size of 0.03. The stop-
ping condition for the optimizer was checked every 100
steps. The loss value evolution over the number of itera-
tion steps is depicted in Extended Data Fig. 9c.

The identified optical parameters are displayed in Ta-
ble II. The discovered phase patterns, depicted in Fig. 5c,

produce an LG2,1 Laguerre-Gaussian mode [46], which
demonstrates an intensity pattern of concentric rings
with a phase singularity in its center. The detected
light beam is on axis and demonstrates a radial inten-
sity doughnut shape and a longitudinal intensity with a
spot size slightly larger than the simulated for R. Dorn,
S. Quabis and G. Leuchs (2003) [17] (see Table II). The
longitudinal intensity profiles of Dorn, R., Quabis, S. and
Leuchs, G. (2003) and the discovered solution are de-
picted in Fig. 5e (represented by dotted black and green
respectively). For comparison, we also feature the radial
intensity profile of the di↵raction-limited linearly polar-
ized beam (dotted orange line in Fig. 5e). Clearly, the
identified solution surpasses the di↵raction limit. Re-
markably, the AI found an alternative way to imprint a
phase singularity onto the beam and produce pronounced
longitudinal components on the focal plane.

IV. TOWARDS LARGE-SCALE DISCOVERY

The results we have presented thus far predominantly
involve optical setups characterized by a limited num-
ber of optical elements. This was crucial for our pur-
pose to demonstrate how XLuminA can compute and
e�ciently rediscover known techniques in advanced mi-
croscopy. However, our ambition extends beyond the op-
timization. We aim to use XLuminA to discover new
microscopy concepts. To achieve this, we initialize the se-
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case, however, the measured intensity corresponds to the
electromagnetic field’s longitudinal component, |Ez|2.

TABLE II. Optical parameters of LCD retardance ⌘, orien-
tation ✓, propagation distances (z1 and z2) and simulated
longitudinal spot size of R. Dorn, S. Quabis and G. Leuchs
[17], and the identified solution. The spot size is computed as
� = (⇡/4)FWHMxFWHMy. The discovered approach breaks
the di↵raction limit demonstrating similar spot size as the
simulated for Ref. [17].

⌘ (rad) ✓ (rad) z1 (mm) z2 (mm)

Dorn, R. et. al. (2003) 0 0 40 3000
Discovered solution -1.23 2.32 800 710

Spot size / �2

Dorn, R. et. al. (2003) 0.4360
Discovered solution 0.5081
Di↵raction-limited 0.6853

Among the obtained results we identified an interest-
ing solution corresponding to " = 0.7. This solution
was achieved after roughly 2 hours on a GPU using the
ADAM optimizer with a step size of 0.03. The stop-
ping condition for the optimizer was checked every 100
steps. The loss value evolution over the number of itera-
tion steps is depicted in Extended Data Fig. 9c.

The identified optical parameters are displayed in Ta-
ble II. The discovered phase patterns, depicted in Fig. 5c,

produce an LG2,1 Laguerre-Gaussian mode [46], which
demonstrates an intensity pattern of concentric rings
with a phase singularity in its center. The detected
light beam is on axis and demonstrates a radial inten-
sity doughnut shape and a longitudinal intensity with a
spot size slightly larger than the simulated for R. Dorn,
S. Quabis and G. Leuchs (2003) [17] (see Table II). The
longitudinal intensity profiles of Dorn, R., Quabis, S. and
Leuchs, G. (2003) and the discovered solution are de-
picted in Fig. 5e (represented by dotted black and green
respectively). For comparison, we also feature the radial
intensity profile of the di↵raction-limited linearly polar-
ized beam (dotted orange line in Fig. 5e). Clearly, the
identified solution surpasses the di↵raction limit. Re-
markably, the AI found an alternative way to imprint a
phase singularity onto the beam and produce pronounced
longitudinal components on the focal plane.

IV. TOWARDS LARGE-SCALE DISCOVERY

The results we have presented thus far predominantly
involve optical setups characterized by a limited num-
ber of optical elements. This was crucial for our pur-
pose to demonstrate how XLuminA can compute and
e�ciently rediscover known techniques in advanced mi-
croscopy. However, our ambition extends beyond the op-
timization. We aim to use XLuminA to discover new
microscopy concepts. To achieve this, we initialize the se-
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case, however, the measured intensity corresponds to the
electromagnetic field’s longitudinal component, |Ez|2.

TABLE II. Optical parameters of LCD retardance ⌘, orien-
tation ✓, propagation distances (z1 and z2) and simulated
longitudinal spot size of R. Dorn, S. Quabis and G. Leuchs
[17], and the identified solution. The spot size is computed as
� = (⇡/4)FWHMxFWHMy. The discovered approach breaks
the di↵raction limit demonstrating similar spot size as the
simulated for Ref. [17].

⌘ (rad) ✓ (rad) z1 (mm) z2 (mm)

Dorn, R. et. al. (2003) 0 0 40 3000
Discovered solution -1.23 2.32 800 710

Spot size / �2

Dorn, R. et. al. (2003) 0.4360
Discovered solution 0.5081
Di↵raction-limited 0.6853

Among the obtained results we identified an interest-
ing solution corresponding to " = 0.7. This solution
was achieved after roughly 2 hours on a GPU using the
ADAM optimizer with a step size of 0.03. The stop-
ping condition for the optimizer was checked every 100
steps. The loss value evolution over the number of itera-
tion steps is depicted in Extended Data Fig. 9c.

The identified optical parameters are displayed in Ta-
ble II. The discovered phase patterns, depicted in Fig. 5c,

produce an LG2,1 Laguerre-Gaussian mode [46], which
demonstrates an intensity pattern of concentric rings
with a phase singularity in its center. The detected
light beam is on axis and demonstrates a radial inten-
sity doughnut shape and a longitudinal intensity with a
spot size slightly larger than the simulated for R. Dorn,
S. Quabis and G. Leuchs (2003) [17] (see Table II). The
longitudinal intensity profiles of Dorn, R., Quabis, S. and
Leuchs, G. (2003) and the discovered solution are de-
picted in Fig. 5e (represented by dotted black and green
respectively). For comparison, we also feature the radial
intensity profile of the di↵raction-limited linearly polar-
ized beam (dotted orange line in Fig. 5e). Clearly, the
identified solution surpasses the di↵raction limit. Re-
markably, the AI found an alternative way to imprint a
phase singularity onto the beam and produce pronounced
longitudinal components on the focal plane.

IV. TOWARDS LARGE-SCALE DISCOVERY

The results we have presented thus far predominantly
involve optical setups characterized by a limited num-
ber of optical elements. This was crucial for our pur-
pose to demonstrate how XLuminA can compute and
e�ciently rediscover known techniques in advanced mi-
croscopy. However, our ambition extends beyond the op-
timization. We aim to use XLuminA to discover new
microscopy concepts. To achieve this, we initialize the se-
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case, however, the measured intensity corresponds to the
electromagnetic field’s longitudinal component, |Ez|2.

TABLE II. Optical parameters of LCD retardance ⌘, orien-
tation ✓, propagation distances (z1 and z2) and simulated
longitudinal spot size of R. Dorn, S. Quabis and G. Leuchs
[17], and the identified solution. The spot size is computed as
� = (⇡/4)FWHMxFWHMy. The discovered approach breaks
the di↵raction limit demonstrating similar spot size as the
simulated for Ref. [17].

⌘ (rad) ✓ (rad) z1 (mm) z2 (mm)

Dorn, R. et. al. (2003) 0 0 40 3000
Discovered solution -1.23 2.32 800 710

Spot size / �2

Dorn, R. et. al. (2003) 0.4360
Discovered solution 0.5081
Di↵raction-limited 0.6853

Among the obtained results we identified an interest-
ing solution corresponding to " = 0.7. This solution
was achieved after roughly 2 hours on a GPU using the
ADAM optimizer with a step size of 0.03. The stop-
ping condition for the optimizer was checked every 100
steps. The loss value evolution over the number of itera-
tion steps is depicted in Extended Data Fig. 9c.

The identified optical parameters are displayed in Ta-
ble II. The discovered phase patterns, depicted in Fig. 5c,

produce an LG2,1 Laguerre-Gaussian mode [46], which
demonstrates an intensity pattern of concentric rings
with a phase singularity in its center. The detected
light beam is on axis and demonstrates a radial inten-
sity doughnut shape and a longitudinal intensity with a
spot size slightly larger than the simulated for R. Dorn,
S. Quabis and G. Leuchs (2003) [17] (see Table II). The
longitudinal intensity profiles of Dorn, R., Quabis, S. and
Leuchs, G. (2003) and the discovered solution are de-
picted in Fig. 5e (represented by dotted black and green
respectively). For comparison, we also feature the radial
intensity profile of the di↵raction-limited linearly polar-
ized beam (dotted orange line in Fig. 5e). Clearly, the
identified solution surpasses the di↵raction limit. Re-
markably, the AI found an alternative way to imprint a
phase singularity onto the beam and produce pronounced
longitudinal components on the focal plane.

IV. TOWARDS LARGE-SCALE DISCOVERY

The results we have presented thus far predominantly
involve optical setups characterized by a limited num-
ber of optical elements. This was crucial for our pur-
pose to demonstrate how XLuminA can compute and
e�ciently rediscover known techniques in advanced mi-
croscopy. However, our ambition extends beyond the op-
timization. We aim to use XLuminA to discover new
microscopy concepts. To achieve this, we initialize the se-
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Rediscovery through exploration: scaling
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Rediscovery through exploration: scaling the larger focus
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FIG. 4. (a) Virtual STED-type setup. A 0.9 NA objective lens focuses both light beams into the detector screen of 0.05µm pixel
size. (b) STED spiral phase (S. W. Hell, and J. Wichmann, 1994) and discovered phase mask. (c) Radial intensity profile in
vertical beam section: excitation (green), depletion (orange), and super-resolution e↵ective STED beam (dotted blue). Lateral
position indicates lateral distance from the optical axis. (d) E↵ective beam waist (in µm) as a function of depletion and
excitation intensity ratio (Idep/Iex).

case, however, the measured intensity corresponds to the
electromagnetic field’s longitudinal component, |Ez|2.

TABLE II. Optical parameters of LCD retardance ⌘, orien-
tation ✓, propagation distances (z1 and z2) and simulated
longitudinal spot size of R. Dorn, S. Quabis and G. Leuchs
[17], and the identified solution. The spot size is computed as
� = (⇡/4)FWHMxFWHMy. The discovered approach breaks
the di↵raction limit demonstrating similar spot size as the
simulated for Ref. [17].

⌘ (rad) ✓ (rad) z1 (mm) z2 (mm)

Dorn, R. et. al. (2003) 0 0 40 3000
Discovered solution -1.23 2.32 800 710

Spot size / �2

Dorn, R. et. al. (2003) 0.4360
Discovered solution 0.5081
Di↵raction-limited 0.6853

Among the obtained results we identified an interest-
ing solution corresponding to " = 0.7. This solution
was achieved after roughly 2 hours on a GPU using the
ADAM optimizer with a step size of 0.03. The stop-
ping condition for the optimizer was checked every 100
steps. The loss value evolution over the number of itera-
tion steps is depicted in Extended Data Fig. 9c.

The identified optical parameters are displayed in Ta-
ble II. The discovered phase patterns, depicted in Fig. 5c,

produce an LG2,1 Laguerre-Gaussian mode [46], which
demonstrates an intensity pattern of concentric rings
with a phase singularity in its center. The detected
light beam is on axis and demonstrates a radial inten-
sity doughnut shape and a longitudinal intensity with a
spot size slightly larger than the simulated for R. Dorn,
S. Quabis and G. Leuchs (2003) [17] (see Table II). The
longitudinal intensity profiles of Dorn, R., Quabis, S. and
Leuchs, G. (2003) and the discovered solution are de-
picted in Fig. 5e (represented by dotted black and green
respectively). For comparison, we also feature the radial
intensity profile of the di↵raction-limited linearly polar-
ized beam (dotted orange line in Fig. 5e). Clearly, the
identified solution surpasses the di↵raction limit. Re-
markably, the AI found an alternative way to imprint a
phase singularity onto the beam and produce pronounced
longitudinal components on the focal plane.

IV. TOWARDS LARGE-SCALE DISCOVERY

The results we have presented thus far predominantly
involve optical setups characterized by a limited num-
ber of optical elements. This was crucial for our pur-
pose to demonstrate how XLuminA can compute and
e�ciently rediscover known techniques in advanced mi-
croscopy. However, our ambition extends beyond the op-
timization. We aim to use XLuminA to discover new
microscopy concepts. To achieve this, we initialize the se-
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FIG. 4. (a) Virtual STED-type setup. A 0.9 NA objective lens focuses both light beams into the detector screen of 0.05µm pixel
size. (b) STED spiral phase (S. W. Hell, and J. Wichmann, 1994) and discovered phase mask. (c) Radial intensity profile in
vertical beam section: excitation (green), depletion (orange), and super-resolution e↵ective STED beam (dotted blue). Lateral
position indicates lateral distance from the optical axis. (d) E↵ective beam waist (in µm) as a function of depletion and
excitation intensity ratio (Idep/Iex).

case, however, the measured intensity corresponds to the
electromagnetic field’s longitudinal component, |Ez|2.

TABLE II. Optical parameters of LCD retardance ⌘, orien-
tation ✓, propagation distances (z1 and z2) and simulated
longitudinal spot size of R. Dorn, S. Quabis and G. Leuchs
[17], and the identified solution. The spot size is computed as
� = (⇡/4)FWHMxFWHMy. The discovered approach breaks
the di↵raction limit demonstrating similar spot size as the
simulated for Ref. [17].

⌘ (rad) ✓ (rad) z1 (mm) z2 (mm)

Dorn, R. et. al. (2003) 0 0 40 3000
Discovered solution -1.23 2.32 800 710

Spot size / �2

Dorn, R. et. al. (2003) 0.4360
Discovered solution 0.5081
Di↵raction-limited 0.6853

Among the obtained results we identified an interest-
ing solution corresponding to " = 0.7. This solution
was achieved after roughly 2 hours on a GPU using the
ADAM optimizer with a step size of 0.03. The stop-
ping condition for the optimizer was checked every 100
steps. The loss value evolution over the number of itera-
tion steps is depicted in Extended Data Fig. 9c.

The identified optical parameters are displayed in Ta-
ble II. The discovered phase patterns, depicted in Fig. 5c,

produce an LG2,1 Laguerre-Gaussian mode [46], which
demonstrates an intensity pattern of concentric rings
with a phase singularity in its center. The detected
light beam is on axis and demonstrates a radial inten-
sity doughnut shape and a longitudinal intensity with a
spot size slightly larger than the simulated for R. Dorn,
S. Quabis and G. Leuchs (2003) [17] (see Table II). The
longitudinal intensity profiles of Dorn, R., Quabis, S. and
Leuchs, G. (2003) and the discovered solution are de-
picted in Fig. 5e (represented by dotted black and green
respectively). For comparison, we also feature the radial
intensity profile of the di↵raction-limited linearly polar-
ized beam (dotted orange line in Fig. 5e). Clearly, the
identified solution surpasses the di↵raction limit. Re-
markably, the AI found an alternative way to imprint a
phase singularity onto the beam and produce pronounced
longitudinal components on the focal plane.

IV. TOWARDS LARGE-SCALE DISCOVERY

The results we have presented thus far predominantly
involve optical setups characterized by a limited num-
ber of optical elements. This was crucial for our pur-
pose to demonstrate how XLuminA can compute and
e�ciently rediscover known techniques in advanced mi-
croscopy. However, our ambition extends beyond the op-
timization. We aim to use XLuminA to discover new
microscopy concepts. To achieve this, we initialize the se-
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FIG. 4. (a) Virtual STED-type setup. A 0.9 NA objective lens focuses both light beams into the detector screen of 0.05µm pixel
size. (b) STED spiral phase (S. W. Hell, and J. Wichmann, 1994) and discovered phase mask. (c) Radial intensity profile in
vertical beam section: excitation (green), depletion (orange), and super-resolution e↵ective STED beam (dotted blue). Lateral
position indicates lateral distance from the optical axis. (d) E↵ective beam waist (in µm) as a function of depletion and
excitation intensity ratio (Idep/Iex).

case, however, the measured intensity corresponds to the
electromagnetic field’s longitudinal component, |Ez|2.

TABLE II. Optical parameters of LCD retardance ⌘, orien-
tation ✓, propagation distances (z1 and z2) and simulated
longitudinal spot size of R. Dorn, S. Quabis and G. Leuchs
[17], and the identified solution. The spot size is computed as
� = (⇡/4)FWHMxFWHMy. The discovered approach breaks
the di↵raction limit demonstrating similar spot size as the
simulated for Ref. [17].

⌘ (rad) ✓ (rad) z1 (mm) z2 (mm)

Dorn, R. et. al. (2003) 0 0 40 3000
Discovered solution -1.23 2.32 800 710

Spot size / �2

Dorn, R. et. al. (2003) 0.4360
Discovered solution 0.5081
Di↵raction-limited 0.6853

Among the obtained results we identified an interest-
ing solution corresponding to " = 0.7. This solution
was achieved after roughly 2 hours on a GPU using the
ADAM optimizer with a step size of 0.03. The stop-
ping condition for the optimizer was checked every 100
steps. The loss value evolution over the number of itera-
tion steps is depicted in Extended Data Fig. 9c.

The identified optical parameters are displayed in Ta-
ble II. The discovered phase patterns, depicted in Fig. 5c,

produce an LG2,1 Laguerre-Gaussian mode [46], which
demonstrates an intensity pattern of concentric rings
with a phase singularity in its center. The detected
light beam is on axis and demonstrates a radial inten-
sity doughnut shape and a longitudinal intensity with a
spot size slightly larger than the simulated for R. Dorn,
S. Quabis and G. Leuchs (2003) [17] (see Table II). The
longitudinal intensity profiles of Dorn, R., Quabis, S. and
Leuchs, G. (2003) and the discovered solution are de-
picted in Fig. 5e (represented by dotted black and green
respectively). For comparison, we also feature the radial
intensity profile of the di↵raction-limited linearly polar-
ized beam (dotted orange line in Fig. 5e). Clearly, the
identified solution surpasses the di↵raction limit. Re-
markably, the AI found an alternative way to imprint a
phase singularity onto the beam and produce pronounced
longitudinal components on the focal plane.

IV. TOWARDS LARGE-SCALE DISCOVERY

The results we have presented thus far predominantly
involve optical setups characterized by a limited num-
ber of optical elements. This was crucial for our pur-
pose to demonstrate how XLuminA can compute and
e�ciently rediscover known techniques in advanced mi-
croscopy. However, our ambition extends beyond the op-
timization. We aim to use XLuminA to discover new
microscopy concepts. To achieve this, we initialize the se-
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