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ABSTRACT Large Language Models (LLMs) have demonstrated 

proficiency in their reasoning abilities, yet their large size presents 

scalability challenges and limits any further customization. In contrast, 

compact models offer customized training but often fall short in 

solving complex reasoning tasks. This study focuses on distilling the 

LLMs' decomposition skills into compact models using offline 

reinforcement learning. We leverage the advancements in the LLM`s 

capabilities to provide feedback and generate a specialized task-

specific dataset for training compact models. The development of an AI 

generated dataset and the establishment of baselines constitute the 

primary contributions of our work, underscoring the potential of 

compact models in replicating complex problem-solving skills.

METHODOLOGY
Our study leverages the widely adopted GPT-2 architecture, 

specifically selecting models of various sizes to tailor our experiments.

For the overview of dataset collection process see Fig. 2.

Behavioral Cloning (BC) and Filtered BC are employed as supervised 

baselines. 

We use ILQL [5] as a powerful offline RL baseline and cast the text 

generation problem as a token-level POMDP. The agent’s observations 

correspond to prefixes of tokens, and the agent’s action pertains to the 

selection of the next token to be generated. ILQL objective is shown in 

Eq. 1  

MOTIVATION distilling distinct components

of the reasoning process into smaller models emerges as a promising 
avenue for research [1]. Decomposition, particularly in the context of 

teaching smaller models, proves advantageous due to their cost-

effectiveness, reduced computational requirements, and accessibility. 
Reinforcement Learning with Human Feedback (RLHF) [2] is one of the 
most popular methods for solving NLP tasks, however it requires 

extensive interactions with the environment and does not use data 

directly. Offline RL serves as a promising direction for NLP problems 

while being heavily under-explored. 
 

CONTRIBUTIONS
1) An AI-generated benchmark where math questions are broken down 

into simpler sub-questions based on the GSM8K [3].

2) Training smaller LMs for the same task using fine-tuning and offline 

RL techniques and providing baselines.

3) Exploring the potential benefits of using AI-generated feedback on its 

own responses in enhancing model performance for the reasoning 

problems. Analogous approach was successfull in improving LLMs [4].
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RESULTS  This work introduces a novel AI-generated benchmark 

tailored for evaluating sub-questioning in reasoning tasks. The 

outcomes reveal a significant performance gap between the best-

performing approach and ChatGPT. The underwhelming performance 

of the offline RL approach underscores the need for further 

advancements in this domain, see Table 2.
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Fig 2. Dataset collection process. 

(Eq. 1)

Sparse reward function: agent gets reward of +1 if the answer 

to the problem was correct.

Table 2. Experimental results for different GPT sizes. Averaged over 

all LLM answerers.

Full reward function: agent gets reward of +1 if the answer to 

the problem was correct and usefulness score for each sub-question.

Fig 1. Demonstration of 

sub-questioning problem

from [1].

Fig 3. Experimental pipeline.

For the evaluation of the quality of the generated sub-questions we use 

different LLMs by providing them with a prbolem and sub-questions 

and verifying the correctness of the final answer. ChatGPT, LLaMA (7B/

13B) and Mistral 7B were used for this purpose. See Fig. 3 for the 

pipeline overview.

Table 1. Statistics on ChatGPT abilities to solve  problems with it's own 

sub-questions. Longer problems are harder to solve.

Fig 4. Number of sub-questions distribution and comparison between 

hard and easy problems. More questions are associated with lower 

performance.

Fig 5. Self-feedback statistics. ChatGPT usually very confident that  it's 

sub-questions are useful for solving the problem. Confusion matrix 

demonstrates that usfulness score is very noisy, however it contatins 

useful signal.


