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Large Language Models

All are deep generative models on discrete spaces!



Problems with Discrete Probabilistic Modeling

1. 2. 

Energy Based Model

“Normalizing Constant” 
“Partition Function”
“Permanent”



Best Approach So Far: Autoregressive Modeling

scalable

unscalable

scalable scalable



Autoregressive Modeling - Upsides

Can theoretically represent any probability value

Seems to be a reasonable inductive bias for language

Hard to control (e.g. editing capabilities, infilling)

Doesn’t incorporate global information



Rethinking the Problem

Problem: modeling             is extremely hard!

Potential Solution: modeling  is easy! 

Concrete Score

Meng et al. Concrete Score Matching



Why is it called the Concrete Score?

Song and Ermon. Generative modeling by estimating the gradients of the data distribution.



Learning Concrete Scores with Score Entropy

Goal: learn a neural network    s.t.



Learning Concrete Scores with Score Entropy



Denoising Score Entropy

Assume

Hard part of 
SE Loss



Denoising Score Entropy - (cont.)

Sampled Sampled
ComputableCompute

once



Continuous Time Markov Chains

Evolutions of the data distribution    : 

Columns of         control how often one changes state.

Jump 
transition rate 
from i to j.

Campbell et al., A Continuous Time Framework for Discrete Diffusion.



Reversing a Markov Chain

Assume we perturb from       to   

Can we go from       to                      ?  

Learned through 
score entropy

Sun et al. Score-based Continuous Time Discrete Diffusion Models



Putting it all together
1. Get samples from desired data distribution 

2. Define a forward diffusion process

3. Learn ratios using Denoising Score Entropy

4. Reverse diffusion process (possibly with some discretization).



Reversing a Markov Chain - Examples 



Putting it all together



Putting it all together

Surpasses autoregressive transformers for generation quality/speed!



Conditional Sampling

can be reused (just don’t change the filled-in indices)



Conditional Generation (Prompt Infilling)

Matches best GPT-2 quality without hacks and with general prompts!



Computing Likelihood Bounds

(Weighted) version of score entropy.



Computing Likelihood Bounds

Challenges autoregressive modeling on perplexities!



Summary
● It is hard to build probabilistic models for discrete space.

○ Autoregressive modeling has been (basically) the only paradigm

● Concrete score based models
○ Model the ratios of the data distribution (concrete scores)

○ Optimize Score Entropy loss (+ extensions)

● Sample using discrete diffusion processes
○ Synergizes with Denoising Score Entropy loss

○ Fast and controllable generation

○ Generation quality surpasses autoregressive models 

● Score Entropy forms a likelihood bound.
○ Challenges autoregressive dominance


