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What are “Autonomous Weapon Systems” (AWS)?
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“Weapons that can make decisions autonomously”
(in particular, using machine learning)
Many different shapes, sizes, capabilities



AWS Examples- Air
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AWS Examples- Ground
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AWS Examples- Sea
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Not a new idea
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Growing Relevance

AI's ‘Oppenheimer moment’:
autonomous weapons enter the
battlefield How Tech Giants Turned Ukraine Into an AI War Lab

By Vera Bergengruen / Kyiv
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150,000 drones per month

Map from “Loitering Munitions and Unpredictability: Autonomy in Weapon Systems and Challenges to Human Control,” Bode and Watts, 2023



Growing Investment in AWS R&D

U.S. military Al spending nearly tripled from 2022 to 2023

Total dollars obligated from Al-related federal contracts, SM
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Source: CSET corpus of PLA procurement activity (343 Al contracts).
Contracts classified as Al-related if they had the term “artificial intelligence” or "Al” in the contract description
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Left: “Harnessed Lightning: How the Chinese Military is Adopting Atrtificial Intelligence,” Fedasiuk et al, 2021 Right: “The U.S. Military’s Investments Into Artificial Intelligence Are Skyrocketing,” Will Henshall, 2024



The Vision

AWS remove human soldiers from the active battlefield
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Image from “The U.S. Army Robotic and Autonomous Systems Strategy,” 2017



Geopolitical Implications

Say this vision works out- what are the implications?

e Starting wars costs treasure, not blood (for aggressors)
e Countries can shoot at each other’s robots “casually,” risking escalation
e Easier to start wars (“seets bots on the ground”), but maybe not to finish them

e Invites asymmetric and inhumane tactics to deter

o If attacking their robots won’t deter your rival, maybe attacking their civilians will



Academic Implications

e ML advances have major national security implications

o If you have better ML models than rival nations, you will have an edge in war

o Incentive to encourage non-public ML research (closed source, even classified)

e Current trends look like e.g. cold war nuclear science:

o Visa restrictions on ML researchers are already in some countries (and will get worse)
o ML hardware export controls are already in place (and will get tighter)
o Military-civil fusion programs are already happening (and will be more widespread)

o Military funding for dual-use research is already a thing (and there will be more)

e Al companies will also be potential defense companies, with all that entails



Can we do anything about it?

There’s no simple solutions, but some ideas to start:

e Reject software/hardware restrictions as a solution

o AWS don’t need big models or datacenter compute, can rely on embedded processors
o Russia fields numerous AWS in the Ukraine war despite heavy sanctions

e Create clear boundaries between civil and military Al R&D

o Universities need to treat military funding the way they treat corporate funding
o How much military R&D should civil-focused Al companies do?

e Advise policymakers about consequences of AWS development/use

o We have a spotlight right now as a field, let’s use it
o Raise public awareness of the realities and risks of militarized Al (short of AGI)

AWS are coming, but the role they take can still be influenced, and the risks mitigated
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Thank YOU! Check out the paper!
o
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Alternate Viewpoint: What about a ban?

It would be best if “killer robots” were never developed

Sadly, there’s too many of them already and they are too useful to get ban buy-in
Weapons that get banned tend to be both inhumane and not very effective

AWS are not innately either of those (compared to other weapons)

Thus, limits on use, development, autonomy, to stave off the worst consequences
AWS should augment, but not replace, human-operated weapons

Note: All of this is independent of “human in the loop” ethical concerns or the risk
of increased collateral damage (which also matter)



