


Motivation



Evaluating free-form query is difficult
• Traditional benchmarks consist of MCQA, whereas free-form queries 

are more common in everyday scenarios and are difficult to assess 
even with a golden answer.

MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI



Issues in Judging multimodal queries
• Some previous works utilize LLM/MLLM-as-a-judge for multimodal 

domain, but the issues beyond this framework remain under explored.

MLLM-Bench, Evaluating Multi-modal LLMs using GPT-4V MM-Vet: Evaluating Large Multimodal Models for Integrated Capabilities



Towards Human Preference

• In free-form QA, human preference goes beyond mere accuracy in 
evaluating a problem. 



Human Preference is not consistent

• Human preference varies among different annotators, even 
when they are trained with tutorials to perform judgment.

Training a Helpful and Harmless Assistant with Reinforcement Learning from Human Feedback



1. Can MLLMs effectively serve as judges in the 
multimodal domain?

2.Can MLLMs closely do their Judgment align with 
human preferences?

Questions



Q1: Overall Framework of 
MLLM-as-a-Judge



Q1: MLLM-as-a-Judge Framework



Q1: Question Formulation
Input: Text Instruction 
+ Image + one/two/ 
multiple MLLM’s 
response

Output: Judgment



Q1: Three Judging Settings

• Score Evaluation: 1-5 Likert scale

• Pair Comparision: Win/Lose/Tie

• Batch Ranking: Desc/Asc Order



Q2: How does current MLLMs 
perform on Judging tasks?



Q2: Evaluation Metrics and Models

• Metrics
• Score Evaluation: Pearson Similarity (↑)
• Pair Comparision: Accuracy (↑)
• Batch Ranking: Levenshtein distance (↓)
• Human-in-the-Loop: Human Agreement Rate

• 11 Models:
• Proprietary: GPT-4V, Gemini-Pro-Vision-1.0/1.0-latest, Qwen-VL-Plus/Max
• Open-Source: LLaVA-1.5-13b, LLaVA-1.6-7b/13b/34b, Qwen-VL-Chat, CogVLM

• Inference Prompt Design:
• Analyze-then-Judge: 2 step COT



Q2: Quantitative Results



Q2: Qualitative Results

• Human annotators agree more on MLLM-as-a-Judge in Pairwise 
setting, while still fall short in Batch Ranking tasks.



Q3: Notable findings in the 
MLLM-as-a-Judge process



Q3: Problems in MLLM-as-a-Judge

• Judging Consistency

•Bias: Egocentric Bias, Position Bias, Length Bias

•Hallucination: Detection & Mitigation



Q3: Judging Consistency



Q3: Multi-steps CoT Do Not Enhance 
Performance



Q3: Egocentric Bias
• GPT-4V and Gemini-Pro both have a slight degree of 

Egocentricity.



Q3: Position Bias

• Judge MLLMs favor response of specific positions.



Q3: Length Bias

• Both GPT-4V and Gemini assign higher scores to longer content.



Q3: Length Bias

• GPT-4V favor more to longer response in Pair Comparison.



Q3: Scaling Law for MLLM-as-a-Judge

• Model Family: Llava-1.6-7b/13b/34b
• In Score evaluation, LLaVA-1.6-34b slightly outperform others in 

Math, Chart tasks, showing a relatively strong scaling law.



Q3: Hallucination Detection and Mitigation

• We observe a higher frequency of hallucinations in Batch Ranking, 
compared to Pair Comparison and Scoring Evaluation.
• Multi-step CoT approach mitigate hallucination.



Q3: Can LLM judge multimodal queries?

• Caption Model: GPT-4V

• Judge Model
• LLMs: LLaMA-70b, Mixtral8x7b-v0.1 and GPT-3.5
• MLLMs: GPT-4V, Gemini-Vision-Pro

• Two Setting: w./w.o. image caption



Q3: Can LLM judge multimodal queries?
• The performance of LLMs in multimodal judging tasks varies with or 

without image captions.



Q4: Future Direction & 
Follow-up Works



Q4: Future Directions

• Multimodal RLHF

• Exploring the upper bound of MLLM-as-a-Judge
• Scaling Law: more powerful LLM backbone
• Human Preference Alignment in Judging tasks
• Human-in-the-Loop Framework

• MLLM-as-a-Judge serving as a reward model



Q4: Follow-up works



Take-Aways



Take-Aways
üWe evaluate the judgment performance of 11 MLLMs 

across 14 datasets under three settings. 
üFirst, while MLLMs demonstrate proficiency in aligning 

with human preferences in Pair Comparison tasks, they 
require further improvement in Score Evaluation and Batch 
Ranking, particularly in reasoning tasks. 

üSecondly, GPT-4V consistently outperforms other models 
in all tasks and settings, across various data types. 

üFinally, MLLMs exhibit hallucinations, biases, and 
inconsistencies in judgments. 
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