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Security Level: Motivation
Large language/vision models are consuming more and more storage resources. 
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Residual Checkpoint
Pruning the residual checkpoint has almost no impact on the parameter distribution. 

This helps us to further prune the parameters.



Security Level: Motivation

• Previous work mainly concentrated on inference speed or the size of final

checkpoints. During the training process of LLMs or VLMs, large storage is

required to store the checkpoints. The storage of optimizer states should also be

considered.

• Similarity of adjacent checkpoints should also be considered in the

compression. Compression of residual checkpoints achieves better results.
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Residual Checkpoint
The difference between adjacent model weights is mostly to be sparse, which is more 

suitable for compression. The residual checkpoint ∆Pt is defined as
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Joint Weight-Momentum Pruning 
Joint pruning leads to better performance for checkpoint compression.
Weight pruning:

Use the second-order momentum of gradients of weights as an indicator, since they 

can represent the statistical average of the weight change during training.
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Joint Weight-Momentum Pruning 
Joint pruning leads to better performance for checkpoint compression.
Momentum pruning:

If a specific location of weights is pruned, intuitively it is not important to preserve the 

corresponding momentum states.
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Non-uniform quantization
Leave the pruned weights or momentum states to zero, and apply K-means algorithm 

on other weights or momentum states to cluster them to 2n − 1 cluster centers.



Security Level: Compressing and Reconstructing

Compressing process

Reconstructing process



Security Level: Experimental results: Pythia-410M



Security Level: Experimental results: ViT-L32 and ablation study

• Pruning without residual would harm 

the accuracy.

• Joint weight-momentum pruning 

achieve the best results.
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