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We Go Beyond Human Level Performance
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RLHF: Reinforcement Learning from Human Feedback - Chip Huyen 2023 4

For Alignment We Need High Quality Supervision



5

ML Training in 2018

Measuring Progress on Scalable Oversight for Large Language Models -  Bowman et al 2022

https://arxiv.org/abs/2211.03540
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ML Training in 2030

Measuring Progress on Scalable Oversight for Large Language Models -  Bowman et al 2022

Models are going to be 
better than human 
experts

Models are capable but 
not necessarily aligned!!

https://arxiv.org/abs/2211.03540
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ML Training in 2030

Measuring Progress on Scalable Oversight for Large Language Models -  Bowman et al 2022

No Ground Truth labels!

https://arxiv.org/abs/2211.03540
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ML Training in 2030

Measuring Progress on Scalable Oversight for Large Language Models -  Bowman et al 2022

We need “the ability to provide 
reliable supervision — in the 
form of labels, reward signals, 
or critiques — to models in a 
way that will remain effective 
past the point that models start 
to achieve broadly human-level 
performance”

https://arxiv.org/abs/2211.03540
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ML Training in 2025 - Scalable Oversight! 

Measuring Progress on Scalable Oversight for Large Language Models -  Bowman et al 2022

https://arxiv.org/abs/2211.03540
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ML Training in 2025 - Scalable Oversight! 

Measuring Progress on Scalable Oversight for Large Language Models -  Bowman et al 2022

Goal: Develop oversight methods 
which enable non-expert overseers to 
be as capable as expert level 
overseers.

https://arxiv.org/abs/2211.03540
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ML Training in 2025 - Scalable Oversight! 

Measuring Progress on Scalable Oversight for Large Language Models -  Bowman et al 2022

Goal: Develop oversight methods 
which enable non-expert overseers to 
be as capable as expert level 
overseers.

Set-Up: Choose tasks where systems 
are more capable than most people 
but not more capable than experts

https://arxiv.org/abs/2211.03540


Methods
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Information Asymmetric Setting

13Debate Helps Supervise Unreliable Experts - Michaels et al 2023
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Information Asymmetric Setting
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LLM Consultancy (Baseline) 
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- LLM is assigned an answer to argue for

- Non-Expert interacts at each turn

- Non-Expert doesn’t know if it can trust 
Expert



LLM Debate (Our Method) 
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- Two copies of the same model

- There is a non-expert judging

- Debater’s aim to have their answer 
chosen



Generating Different Debaters 

- We compare 23 different model 
configurations

- Models: GPT-4, Claude, Mixtral, 
GPT-3.5

- Optimisation: Best-Of-N or 
Critique Refinement
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Comparing Different Roles 

- Protocol performance: 

Judge accuracy via Self-Play 
matches

- Debater performance: 

Elo rating based on win-rates 
between debaters using a 
Cross-Play Tournament
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Self-Play

Cross-Play



Comparing Different Roles 

- Protocol performance: 

Judge accuracy via Self-Play 
matches

- Debater Persuasiveness: 

Elo rating based on win-rates 
between debaters using a 
Cross-Play Tournament
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Self-Play

Cross-Play



Results
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Expert Baseline is the Upper Bound
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Naive Baseline is the Lower Bound
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Consultancy is the Primary Baseline
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Debate significantly improves accuracy
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Adding Interaction to Debate has a Small Impact



Comparing Debater Persuasiveness
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1) LLMs with higher parameter 
counts perform better



Inference Time Optimisation via Debate
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1) LLMs with higher parameter 
counts perform better

2) Models under optimisation are 
more persuasive than other 
models



Inference Time Optimisation via Debate
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1) Models under optimisation 
outperform other models

2) LLMs with higher parameter 
counts perform better

3) Models get better at arguing 
correct over incorrect answers



Inference Time Optimisation via Debate
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The advantage becomes larger 
for models who perform better in 
aggregate (irrespective of 
assignment)



Inference Time Optimisation via Debate
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When models are in self-play this 
advantage can be exploited by 
the judge to identify the correct 
answer 



Summary
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Summary

1) Debate is a suitable scalable oversight protocol in the QuALITY 
hidden-information setting
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Summary

1) Debate is a suitable scalable oversight protocol in the QuALITY 
hidden-information setting

2) Debate between more persuasive models leads to higher judge accuracy
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Follow Up Work!
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Thank you for attending!
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Poster: Hall C #903



Next Steps
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Next Steps

1) Move away from information asymmetric setting to capability asymmetric 
setting
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Next Steps

1) Move away from information asymmetric setting to capability asymmetric 
setting

2) Train models via Reinforcement Learning, or amortise inference time costs
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Next Steps

1) Move away from information asymmetric setting to capability asymmetric 
setting

2) Train models via Reinforcement Learning, or amortise inference time costs

3) Adversarially evaluate this these protocols via AI Control 
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Providing Truth via Quote System
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LLM Debate 
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- Debates are fair

- It is hard to lie to a copy of yourself

- It is easier to judge a debate then argue 
a debate



Inference Time Optimisation via Debate
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Different LLMs have different Judge outcomes
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Protocols Accuracy with Human Judges
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RLHF, Safety and LLMs - McAleese 2023 46

A Bad Outcome
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