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DITTO

Text-to-Music (TTM) Generation

“upbeat, happy country”
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DITTO: Outpainting
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DITTO: Inpainting




DITTO: Intensity Control




DITTO: Melody Control




DITTO: Structure Control
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“l Diffusion TTM
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“l Beyond Text-Based Interactions

“writing about music is like dancing about architecture”

Local, Time-Varying Interactions

Feature Control Editing
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“I DITTO: Diffusion Inference-Time 7-Optimization

Music Feature :
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“I DITTO: Diffusion Inference-Time 7-Optimization

Music Feature @
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* Any (differentiable) control e Just latent optimization!
* Architecture/Sampler agnostic * [|nitialization->Structure

* Zero training
* Exact control gradients




Training-Based

Music-ControlNet, JASCO

v" Arbitrary Controls

v Control - Quality Balance
v Fast @ inference time

Large-scale training
Paired/labeled control data
Fixed controls @ training

DITTO

v Any (differentiable) control

v Architecture/Sampler agnostic
v’ Zero training

v" Exact control gradients

Slow @ inference time

Training-Free
(Guidance)

Classifier Guidance, DPS, FreeDoM
v Any (differentiable) control

v’ Zero training

v Moderate inference costs

Approximate gradients
Limited control in low SNR
Bad at fine-grained controls
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Qualitative Control Results

Intensity Control

Target Intensity Curve

Generated Intensity Curve
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“I Quantitative Control Results

Reward Hacking

e Baselines:
(training-based)
* FreeDoM (training-free guidance)
 DOODL (training-free optimization)
* DITTO has SOTA Melody and Intensity Control
* FreeDoM struggles on complex controls
* DITTO avoids DOODL reward hacking

v’ High control accuracy
Low Quality
Low text relevance




“l Editing Tasks

Outpainting: Inpainting:

Ref.
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Gen.

Looping:

Restarts!

Gen.
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“l Quantitative Editing Results

Baselines:
* Naive/MultiDiffusion (simple masking)
* FreeDoM/GG (training-free guidance)
 DOODL (training-free optimization)
DITTO has SOTA FAD across mask widths

Refence Audio:

generatlon with hard
“seam” on transmon

semantic mismatch
between reference and

Baseline:
4 N\

DITTO:




“l Conclusion

*  DITTO: training-free editing/control for TTM models
 Simply x7 optimization + gradient checkpointing
 Array of tasks, new looping and structure control

*  SOTA against training-based/free baselines

*  Extra uses:

-

* Reference-Free Looping Any questions?

e Structure Transfer

e Multi-Feature Optimization
e Optimized latent reuse

e And more!
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