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outside → in:



input

output



this is machine learning:

input outputmachine



this is machine learning on images:

machine cat



this is machine learning on text:

machine apfelstrudelI like …



machine ?💁

this is machine learning on… humans!?



machine💁
hire/not
👩💻

this is machine learning on… humans!



machine💁 👩🎓
admit/not

this is machine learning on… humans!



machine💁
approve/not

this is machine learning on… humans!



machine💁
provide/not

this is machine learning on… humans!



what could possibly go wrong?

(or: how does human behavior change learning and its outcomes?)



Strategic classification

• Builds on conven-onal binary classifica-on

• Augments to account for human behavior

• Models humans as inputs with agency

• Allows (and requires!) to encode what humans:

• Basic elements of economic modeling

• Together, combine to determine how humans behave

modeling challenge: weave these into learning setup

3. do

1. want

2. know

homo-sapiens



Strategic classifica0on

• SC is great because it is:

Ø simple enough to permit tractable analysis

Ø powerful enough to introduce novel challenges

Ø meaningful enough to have social implications

Ø flexible enough to permit extensions,
variations, and generalizations

• Start with rigid assumptions – e.g., rationaity:

do

want

know

homo-sapiens



homo-economicus

Strategic classifica0on

• SC is great because it is:

Ø simple enough to permit tractable analysis

Ø powerful enough to introduce novel challenges

Ø meaningful enough to have social implicaFons

Ø flexible enough to permit extensions,
variaFons, and generalizaFons

• Start with rigid assump-ons – e.g., raFonaity:

do want

know



Strategic classifica0on

• SC is great because it is:

Ø simple enough to permit tractable analysis

Ø powerful enough to introduce novel challenges

Ø meaningful enough to have social implicaFons

Ø flexible enough to permit extensions,
variaFons, and generalizaFons

• Start with rigid assump-ons – e.g., raFonaity

• Ul-mate goal: capture realisFc behavior “in the wild”

do
want

know

homor-simpsonus



Outline

• Introduc-on
• Three main secFons:

 

• Challenges and opportuni-es
• Summary

I) ML aspects: (~40 min)
• strategic learning – setup
• as learning vs. as a game
• opFmizaFon
• generalizaFon (stats)
• modeling

II) Econ/GT aspects: (~60 min)
• incenFves (=want)
• informaFon  (=know)
• acFons (=do)
• limited resources
• social welfare

III) Beyond: (~20 min)
• causality
• dependencies
• over Fme



Tutorial theme and goals

• IntroducFon to emerging new field
• Many open research ques-ons
• Much poten-al for applica-on
• Main theme: transiFoning from theory ↦ prac-ce
• Focus on supervised batch seIng (covers “half” of literature; other part being online)

• More breadth (less depth)  → see references
• More modeling (less results)
• More ques-ons (less answers)
• More content (less -me)  → fast paced!



Strategic classification
an introduction



classifica'on:
standard

argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥train:
input features

learned model

𝑥

ℎ 𝑦 = 1𝑦 = 0



classifica'on:

ℎ 𝑥 = /𝑦 ≈ 𝑦
predic4on

test:
ground truth

standard

argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥train:
input features

learned model
ℎ 𝑦 = 1𝑦 = 0



ℎ approvedeny

argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥

classifica'on:

train:

strategic

representation of
human agent

learned model

ℎ 𝑥 = /𝑦 ≈ 𝑦
predic4on

test:
ground truth

[BS’2011, HMPW’2016]



argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥

classification:

train:

ℎ 𝑥 = /𝑦 ≈ 𝑦test:

strategic

ℎ approvedeny

1.  want: /𝑦 = 1  (get the loan)



argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥

classifica'on:

train:

ℎ 𝑥 = /𝑦 ≈ 𝑦test:

strategic

1.  want: /𝑦 = 1  (get the loan)

2.  do:  modify features  (at cost)

ℎ approvedeny



argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥

classifica'on:

train:

ℎ 𝑥 = /𝑦 ≈ 𝑦test:

strategic

1.  want: /𝑦 = 1  (get the loan)

2.  do:  modify features  (at cost)

3.  know:  ℎ  (and cost func1on)

ℎ approvedeny

Δ! 𝑥



argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥train:

ℎ 𝑥 = /𝑦 ≈ 𝑦test:

classifica'on:
strategic

ℎ approvedeny

Δ! 𝑥

response:

1.  want: /𝑦 = 1 (get the loan)

2.  do:  modify features (at cost)

3.  know:  ℎ (and cost func1on)

𝑥	 ↦ 𝑥! =△ Δ! 𝑥

behavior



argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥train:

ℎ 𝑥 = /𝑦 ≈ 𝑦test:

classification:
strategic

ℎ approvedeny

Δ! 𝑥

response: Δ! 𝑥 = argmax
'!

	ℎ 𝑥( − 𝑐 𝑥, 𝑥(

utility
= prediction

cost
(e.g., norm)

ra7onal

ra7onal ⇒ most cost-effec7ve

⇒ move on decision boundary



argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥

classifica'on:

train:

strategic

test: ℎ Δ! 𝑥 = /𝑦 ≉ 𝑦

response: Δ! 𝑥 = argmax
'!

	ℎ 𝑥( − 𝑐 𝑥, 𝑥(

ℎ

goal: learning that is robust to strategic “gaming” behavior



argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥

classification:

train:

strategic

test: ℎ Δ! 𝑥 = /𝑦 ≉ 𝑦

response: Δ! 𝑥 = argmax
'!

	ℎ 𝑥( − 𝑐 𝑥, 𝑥(

Goodhart’s law:
“If a measure becomes the public’s goal,
  it is no longer a good measure.”



argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥

classifica'on:

train:

strategic

test: ℎ Δ! 𝑥 = /𝑦 ≉ 𝑦

response: Δ! 𝑥 = argmax
'!

	ℎ 𝑥( − 𝑐 𝑥, 𝑥(

…

Ø Common examples:



argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥

classifica'on:

train:

strategic

test: ℎ Δ! 𝑥 = /𝑦 ≉ 𝑦

response: Δ! 𝑥 = argmax
'!

	ℎ 𝑥( − 𝑐 𝑥, 𝑥(

Ø SC is great, by frustraFng
Ø Culprit – lots (and lots) of assump-ons:

• outcomes are binary
• users always want posi7ve outcomes
• costs are fixed, uniform, and known to all
• classifier is made public
• modifying 𝑥 does not affect 𝑦
• changes to 𝑥 are real (no mis-repor7ng)
• user ac7ons = modify features
• users are ra7onal (best-respond)
• users respond independently
• input data are `clean’ (=unmodified)
• playing order is fixed
• only single playing round
• system cares only for accuracy
• ….Holy grail: a realisFcally pracFcal, well-understood,

    plug-n-play framework for strategic learning Ø ongoing community effort to
relax, extend, scruFnize, and generalize



Ø standard setup has
lots (and lots) of assump-ons: (implicit/explicit)

• modifying 𝑥 does not affect 𝑦
• outcomes are binary
• input data are `clean’ (=unmodified)
• changes to 𝑥 are real (no mis-repor7ng)
• users always want posi7ve outcomes
• costs are fixed, uniform, and known to all
• classifier is made public
• user ac7ons = modify features
• users are ra7onal (best-respond)
• users respond independently
• playing order is fixed
• only single playing round
• system cares only for accuracy

Ø ongoing community effort to
relax, extend, scrutinize, and generalize

argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ 𝑥

classifica'on:

train:

ℎ Δ!(𝑥) = /𝑦 ≈ 𝑦test:

strategic

response: Δ! 𝑥 = argmax
'!

	ℎ 𝑥( − 𝑐 𝑥, 𝑥(

discrepant



Ø standard setup has
lots (and lots) of assump-ons: (implicit/explicit)

• modifying 𝑥 does not affect 𝑦
• outcomes are binary
• input data are `clean’ (=unmodified)
• changes to 𝑥 are real (no mis-repor7ng)
• users always want posi7ve outcomes
• costs are fixed, uniform, and known to all
• classifier is made public
• user ac7ons = modify features
• users are ra7onal (best-respond)
• users respond independently
• playing order is fixed
• only single playing round
• system cares only for accuracy

Ø ongoing community effort to
relax, extend, scruFnize, and generalize

argmin
!

	𝔼 𝟙 𝑦 ≠ ℎ Δ!(𝑥)train:

ℎ Δ!(𝑥) = /𝑦 ≈ 𝑦test:

response: Δ! 𝑥 = argmax
'!

	ℎ 𝑥( − 𝑐 𝑥, 𝑥(

consistent

classifica'on:
strategic

far from trivial! minor change	⇒ major implicaBons

key point:



classification as a Stackelberg game:
strategic

Ø Players:  [1st] Learner    [2nd] Users (dist.)

Ø Ac1ons:  classifier ℎ    modify 𝑥 ↦ 𝑥!

Ø Payoffs: 𝔼 𝟙 ℎ 𝑥! = 𝑦   𝔼 𝟙 ℎ 𝑥! = 1

• Best response: 𝑥! = Δ! 𝑥 = argmax
"!

	ℎ 𝑥# − 𝑐 𝑥, 𝑥#

 

• Solve equilibrium ⟺ solve learning

• Holds in idealized seFng; trickier as becomes more realis1c
(finite data, par1al informa1on, weaker assump1ons, …)

• S1ll: SC = fundamental ML task + basic economic ques1ons

[HMPW ’16]

Learner

Users

play order is crucial modeling choice –
choose with care! [NGTR’21, [ZMSJ’21]



op<miza<on

generalization

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

informa<on

limited resources

incen<ves

social welfare

actions

GTML

revisit old quesBons

SC

strategic classificaBon as an interface
between machine learning and game theory:

+ tackle new ones



Learning aspects
of strategic classification

op<miza<on

generaliza<on

loss func<onsML SC
regulariza<on

model selec)on 

robustness
uncertainty  



optimization

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"6Δ

learning objec-ve:

ask: how to opFmize objecFve?

s.t.  Δ! 𝑥 = argmax
&!

	ℎ 𝑥' − 𝑐 𝑥, 𝑥'

nasty nested min-argmax problem!



op<miza<on

generaliza<on

loss func<ons

regularization
model selection 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"6Δ

learning objec-ve:

s.t.  Δ! 𝑥 = argmax
&!

	ℎ 𝑥' − 𝑐 𝑥, 𝑥'6Δ ≈ Δ! 𝑥  and is differen7able

ask: how to opFmize objecFve?



op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"6Δ

learning objec-ve:

loss

𝑦layers

output

𝑥

input

𝜃
model
paras

labels

$𝑦

LR ICML21

ask: how to optimize objective?

s.t.  Δ! 𝑥 = argmax
&!

	ℎ 𝑥' − 𝑐 𝑥, 𝑥'6Δ ≈ Δ! 𝑥  and is differen7able



op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"6Δ

learning objec-ve:

loss

𝑦

𝜃

labels

𝑥

input

output

$𝑦

strategic input

%Δ"

model
params

LR ICML21

ask: how to opFmize objecFve?

s.t.  Δ! 𝑥 = argmax
&!

	ℎ 𝑥' − 𝑐 𝑥, 𝑥'6Δ ≈ Δ! 𝑥  and is differen7able



op<miza<on

generaliza<on

loss functions

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

Δ( 𝑥 = < 𝑥 𝑤)𝑥 ≥ 0	 or	 dist 𝑥; 𝑤 > 2
proj* 𝑥;𝑤 o.w.

• For common case where:
Ø ℎ 𝑥 = 𝑤)𝑥
Ø 𝑐 𝑥, 𝑥' = 𝑥’ − 𝑥 +  (or squared, or PSD)

• Admits simple closed-form solu1on:

 
• Just replace hard-if with soa-if (e.g., sigmoid)

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"6Δ

learning objec-ve:

s.t.  Δ! 𝑥 = argmax
&!

	ℎ 𝑥' − 𝑐 𝑥, 𝑥'6Δ ≈ Δ! 𝑥  and is differen7able

𝑥

𝑤

Δ$ 𝑥 =
proj%(𝑥; 𝑤)

too far ⇒
doesn’t move

already posi6ve
⇒ doesn’t move

𝑐

= 𝑥 −min 0,
𝑤)𝑥 + 𝑏
𝑤 +

+ differen4able!

LR ICML22



op<miza<on

generalization

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"6Δ

LR ICML21

learning objec-ve:

s.t.  Δ! 𝑥 = argmax
&!

	ℎ 𝑥' − 𝑐 𝑥, 𝑥'6Δ ≈ Δ! 𝑥  and is differen7able

e.g., if 𝛥 is LP:

𝑧∗ = argmax-	𝑥)𝐴𝑧
     s.t.  𝐵𝑧 ≤ 0

⟷

can differentiate!

𝑧∗ = ℎ 𝑥; 𝐴, 𝐵
= 𝜃

• Otherwise, when:
Ø ℎ 𝑥 = 𝑤)𝜙 𝑥 + 𝜓 𝑥

(for some non-linear 𝜙,𝜓)
Ø Δ applies to 𝑧 = 𝜙 𝑥
Ø 𝑐 is convex (in 𝑧)

• Then can use plato:  [LR ICML21]
implements Δ  as concave op1miza1on layer [AABBDK’19]

• Code: hfps://plato.codes/

https://plato.codes/


op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"6Δ

LR ICML21

learning objec-ve:

s.t.  Δ! 𝑥 = argmax
&!

	ℎ 𝑥' − 𝑐 𝑥, 𝑥'6Δ ≈ Δ! 𝑥  and is differen7able

• Otherwise, when:
Ø ℎ 𝑥 = 𝑤)𝜙 𝑥 + 𝜓 𝑥

(for some non-linear 𝜙,𝜓)
Ø Δ applies to 𝑧 = 𝜙 𝑥
Ø 𝑐 is convex (in 𝑧)

• Then can use plato:  [LR ICML21]
implements Δ  as concave op1miza1on layer [AABBDK’19]

• Code: hfps://plato.codes/

varied costs:
(concave in 𝑥, 𝑧)

flexible models:
(concave in 𝑧)

e.g., certain RNNs

https://plato.codes/


op<miza<on

generaliza<on

loss func<ons

regularization
model selection 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"6Δ

LR ICML21

learning objec-ve:

s.t.  Δ! 𝑥 = argmax
&!

	ℎ 𝑥' − 𝑐 𝑥, 𝑥'6Δ ≈ Δ! 𝑥  and is differen7able

• Otherwise, when:
Ø ℎ 𝑥 = 𝑤)𝜙 𝑥 + 𝜓 𝑥

(for some non-linear 𝜙,𝜓)
Ø Δ applies to 𝑧 = 𝜙 𝑥
Ø 𝑐 is convex (in 𝑧)

• Then can use plato:  [LR ICML21]
implements Δ  as concave op1miza1on layer [AABBDK’19]

• Code: hfps://plato.codes/

varied costs:
(concave in 𝑥, 𝑧)

flexible models:
(concave in 𝑧)

e.g., certain RNNs

experiments = semi-synte4c

current state of affairs:

https://plato.codes/


optimization

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC
• Otherwise – uncharted territory
• Idea: borrow methods from adversarial learning literature

(e.g., FGSM [GSS’15] or PGD [MMSTV’18])
• Essen1ally, op1mize objec1ve by alterna1ng between:

- fixing features 𝑥! and upda1ng 𝜃
- fixing parameters 𝜃 and upda1ng 𝑥!

• Technically possible – but hasn’t been done yet in strategic learning
Ø More on strategic ↔ adversarial connec1on to follow!

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"6Δ

learning objec-ve:

s.t.  Δ! 𝑥 = argmax
&!

	ℎ 𝑥' − 𝑐 𝑥, 𝑥'6Δ ≈ Δ! 𝑥  and is differen7able



op<miza<on

generaliza<on

loss functions

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚2

"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

empirical loss:

argmin
!

	𝔼 ℓ 𝑦, ℎ Δ! 𝑥

expected loss:

generaliza7on

ask: how does behavior affect generalizaFon?



op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚2

"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

empirical loss:

ask: how does behavior affect generalizaFon?

• Q – will strategic behavior:

1. increase overfiFng?

2. reduce overfiFng?

3. make no difference?

• Rephrase: how does behavior affect sample complexity?



optimization

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚2

"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

empirical loss:

ask: how does behavior affect generalizaFon?

• SC = model-dependend distribu1on shiD

• In typical distriub1on shiD, 𝑝./0. is
assumed to be “close” to 𝑝.1234 (e.g., in ball)

typical shi>:
𝑝#$%&' 𝑝#()#

strategic shi>:

𝑝#$%&' 𝑝*

ℎ

• Contrarily, in strategic shiD:

1. only points in “band” before ℎ move

2. en1re region moves on decision boundary

3. moving region determined by choice of ℎ



op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚2

"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

empirical loss:

ask: how does behavior affect generalizaFon?

• SC = model-dependend distribu1on shiD

• In typical distriub1on shiD, 𝑝./0. is
assumed to be “close” to 𝑝.1234 (e.g., in ball)

• Contrarily, in strategic shiD:

1. only points in “band” before ℎ move

2. en1re region moves on decision boundary

3. moving region determined by choice of ℎ

𝑤
Δ$

don’t
movedon’t

move
move

on line



op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

argmin
!

1
𝑚2

"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

empirical loss:

ask: how does behavior affect generalizaFon?

• Generaliza1on theory typically relies on
discrepency measures 𝑑 𝑝.1234, 𝑝./0.   [MMR ICML09]

• ⇒ bounds are shiD (and so dsitribu1on) dependent

• Interes1ngly, strategic shias admit
distribu1on-independent generaliza1on bounds

𝑤
Δ$

don’t
movedon’t

move
move

on line



op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

ML SC

argmin
!

1
𝑚2

"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

empirical loss:

• Induced class:  𝐻5 = ℎ Δ! 𝑥 ∶ ℎ ∈ 𝐻
• Strategic VC:    𝑆𝑉𝐶 𝐻 = 𝑉𝐶(𝐻5)
 

• Result: for standard seFng, recover
non-strategic bounds (almost!)

 

• But – cost form maFers! [SVXY’23] show:
• instance-invariant costs:
𝑐 𝑥 − 𝑥' ⇒ 	 𝑆𝑉𝐶 ≈ 𝑉𝐶  (for linear ℎ)
i.e., learning is not harder

• instance-wise costs:  =individualized

𝑐& 𝑥' ⇒	unlearnable! (in the worst case)
i.e., learning is impossible

instance-invariant:

instance-wise:

robustness
uncertainty  



optimization

generaliza<on

loss func<ons

regulariza<on
model selec)on 

ML SC

argmin
!

1
𝑚2

"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

empirical loss:

• Also have data-dependent Rademacher bounds:

 

• Notice behabior just adds constant to scale

• Applies to more general settings (to follow)
 

• Also: regret analys for online strategic classification

ℒ&/( ≤ ℒ)−*+,-. +
4𝑟 B𝑤

𝑚
+ 1 + 2 𝑟 + 2 𝑤

2 ln 4 B𝑤 /𝛿
𝑚

only difference from
non-strategic

= max 𝑥

LR ICML22

robustness
uncertainty  



LR ICML22

ask: can we just use convenFonal proxies?

optimization

generaliza<on

loss func<ons

regulariza<on
model selec)on 

ML SC

robustness
uncertainty  

tractable proxy loss: (e.g., hinge, log-loss, …)

argmin
!

1
𝑚2

"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

argmin
!

1
𝑚
2
"#$

%

𝟙 𝑦" ≠ ℎ Δ! 𝑥"

true 0-1 loss:
surrogate



LR ICML22

op<miza<on

generaliza<on

loss func<ons

regularization
model selection 

ML SC

robustness
uncertainty  

ask: can we just use convenFonal proxies?

max 0,1 − 𝑦𝑤)𝑥standard hinge:



LR ICML22

max-margin classifier

𝛾

max 0,1 − 𝑦𝑤)𝑥standard hinge:

- selec4on criterion
- good generaliza4on
- tractable

op<miza<on

generalization

loss func<ons

regulariza<on
model selec)on 

ML SC

robustness
uncertainty  

ask: can we just use convenFonal proxies?

standard
    hinge



LR ICML22

max-margin classifier
- selec4on criterion
- good generaliza4on

max 0,1 − 𝑦𝑤)Δ! 𝑥naïve hinge:

- strategic behavior:op<miza<on

generalization

loss func<ons

regulariza<on
model selec)on 

ML SC

robustness
uncertainty  

ask: can we just use convenFonal proxies?

standard
    hinge



LR ICML22

max-margin classifier
- vacous criterion
- unclear if generalizes

- strategic behavior:

⇒ margin = 0

naive

max 0,1 − 𝑦𝑤)Δ! 𝑥naïve hinge:

op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

ML SC

robustness
uncertainty  

ask: can we just use conventional proxies?

standard
    hinge

naïve hinge



LR ICML22

max-margin classifier
- regain selec4on criterion
- comparable generaliza4on

- strategic behavior:

⇒ margin recovered!

max 0,1 − 𝑦𝑤)𝑥 − 2 𝑤strategic hinge:

strategic

- reasonably tractable

op<miza<on

generaliza<on

loss func<ons

regularization
model selection 

ML SC

robustness
uncertainty  

ask: can we just use convenFonal proxies?

standard
    hingestrategic  

hinge

naïve hinge



LR ICML22

conclusion: strategic robustness requires
rethinking fundamental learning concepts

op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

ML SC

robustness
uncertainty  

- strategic behavior:

max 0,1 − 𝑦𝑤)𝑥 − 2 𝑤strategic hinge:

max-margin classifier
- regain selec4on criterion
- comparable generaliza4on

strategic

- reasonably tractable

standard
    hingestrategic  

hinge

naïve hinge

⇒ margin recovered!



op<miza<on

generaliza<on

loss func<ons

regularization
model selection 

ML SC

robustness
uncertainty  

to follow!



Economic aspects
of strategic classification

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC



informa<on

limited
  resources

incentives

social welfare

ac<ons

GTSC

ask: what else could users want?

standard SC:

Δ! 𝑥 = argmax
&!

	ℎ 𝑥' − 𝑐 𝑥, 𝑥'



information

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

ask: what else could users want?

standard SC:

Δ! 𝑥 = argmax
&!

	𝑢 𝑥' − 𝑐 𝑥, 𝑥'

= d+1 e𝑦 = +1
−1 e𝑦 = −1



informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

ask: what else could users want?

standard SC:

Δ! 𝑥 = argmax
&!

	𝑢 𝑥' − 𝑐 𝑥, 𝑥'

= d+1 e𝑦 = +1
−1 e𝑦 = −1

generalized SC:

1. arbitrary u1lity func1on

Δ! 𝑥 = argmax
&!

	𝑢 𝑥' − 𝑐 𝑥, 𝑥'

LR, ICML22



informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

ask: what else could users want?

standard SC:

Δ! 𝑥 = argmax
&!

	𝑢 𝑥' − 𝑐 𝑥, 𝑥'

= d+1 e𝑦 = +1
−1 e𝑦 = −1

generalized SC:

1. arbitrary u1lity func1on
2. can depend on private informa1on

Δ! 𝑥 = argmax
&!

	𝑢 𝑥'; 𝑧 − 𝑐 𝑥, 𝑥'

LR, ICML22



informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

ask: what else could users want?

standard SC:

Δ! 𝑥 = argmax
&!

	𝑢 𝑥' − 𝑐 𝑥, 𝑥'

= d+1 e𝑦 = +1
−1 e𝑦 = −1

generalized SC:

1. arbitrary u1lity func1on
2. can depend on private informa1on
3. act on perceived u1lity  (≠ true u1lity)

Δ! 𝑥 = argmax
&!

	 f𝑢 𝑥'; 𝑧 − 𝑐 𝑥, 𝑥'

LR, ICML22



information

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

ask: what else could users want?

generalized SC:

Δ! 𝑥 = argmax
&!

	 f𝑢 𝑥'; 𝑧 − 𝑐 𝑥, 𝑥'

• Q: how to learn?

• A: generalize strategic margins and hinge!

Ø  standard hinge:

     max 0,1 − 𝑦𝑤)𝑥
 = max 0,1 − sign 𝑦𝑤)𝑥 𝑤)𝑥

Ø  naïve hinge:

      max 0,1 − sign 𝑦𝑤)Δ! 𝑥, 𝑧 𝑤)Δ! 𝑥, 𝑧

Ø  generalized strategic hinge: (gs-hinge)

      max 0,1 − sign 𝑦𝑤)Δ! 𝑥, 𝑧 𝑑5 𝑥, 𝑧; 𝑤

correctness distance

LR, ICML22



Ø  standard hinge:

     max 0,1 − 𝑦𝑤)𝑥
 = max 0,1 − sign 𝑦𝑤)𝑥 𝑤)𝑥

Ø  naïve hinge:

      max 0,1 − sign 𝑦𝑤)Δ! 𝑥, 𝑧 𝑤)Δ! 𝑥, 𝑧

Ø  generalized strategic hinge: (gs-hinge)

      max 0,1 − sign 𝑦𝑤)Δ! 𝑥, 𝑧 𝑑5 𝑥, 𝑧; 𝑤

information

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

ask: what else could users want?

generalized SC:

Δ! 𝑥 = argmax
&!

	 f𝑢 𝑥'; 𝑧 − 𝑐 𝑥, 𝑥'

reinterpreta-on of “margin”:

Ø distance to nearest 𝑥′ that flips label:

 𝑑) 𝑥, 𝑧; 𝑤 	= 	min
*/

*+*/

,

                 s.t.   ℎ Δ- 𝑥, 𝑧 ≠ ℎ(Δ- 𝑥., 𝑧 )

minimal distance
between points
(normalized)

flip label
(a>er movement)

subsumes non-strategic case

• admits convenient tractable form
for several known special cases

LR, ICML22



ℎclassifica1on about humans

users want:
system wants:

posi7ve predic7ons
correct predic7ons

standard SC:

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

ask: what else could users want?

shared
incen4ves



ℎ aligned
incen4ves

correct predic7ons
correct predic7onssystem wants:

users want:

classifica1on for humans (as a service)
Recommended for you:

incentive-aligned:

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

ask: can learning (implicitly)
coordinate cooperation?



correct predic7ons
correct predic7onssystem wants:

users want:

classifica1on for humans (as a service)
Recommended for you:

incen-ve-aligned:

information

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

not linearly separable



correct predictions
correct predic7onssystem wants:

users want:

classifica1on for humans (as a service)
Recommended for you:

incen-ve-aligned:

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

strategically linearly separable



correct predic7ons
correct predictionssystem wants:

users want:

classifica1on for humans (as a service)
Recommended for you:

incen-ve-aligned:

informa<on

limited
  resources

incentives

social welfare

ac<ons

GTSC



ℎ opposing
incen4ves

wrong predic7ons
correct predictionssystem wants:

users want:

classifica1on against humans (?)

adversarial:

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

ask: can strategic modeling help make
adversarial training less conserva3ve?



informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

EGR ’22

🐈⬛

🐕✈

adversarial

🐈⬛

🐕✈

seman+c



informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

EGR ’22

“con7nuum”

🐈⬛

🐕✈

“clean”

🐈⬛

🐕✈

an+-seman+c

🐈⬛

🐕✈

adversarial



informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

EGR ’22

• From SC perspec1ve, adversarial is “special case”

• But only in a narrow sense – many dis1nc1ons in prac1ce

• E.g., in adversarial learning (vs. strategic learning):

• afack proxy loss (e.g. log-loss)

• focus on non-linear models

• focus on complex modali1es (e.g. images)

⇒ best-responses are approximate

• vulnerabili1es mostly in latent space

• maximize u1lity under budget constraints

⇒ features always modified and to the max

⇒ op1mize minimax objec1ve

much potential for synergy!
will return to this

vs. 0-1
vs. mostly linear

vs. mostly tabular
vs. exact best-responses
vs. no latent space

vs. minimize cost
vs. modify minimally – and only if needed

vs. nested min-argmax

A note on strategic vs. adversarial learning:



ask: what happens when users
have parFal knowledge of ℎ?

vanilla SC

ℎ

Δ-

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

par1al

?

Δ?



vanilla SC

ℎ

Δ-

[JMH ICML21]

response
curve:

induced
distribu1on:

0

noisy J𝜃 = 𝜃 + 𝜉true 𝜃

dist ℎ 0 dist ℎ

smoothedpoint-
   mass

dist ℎ dist ℎ

noisy

ℎ. ≈ ℎ

Δ-/

ask: what happens when users
have parFal knowledge of ℎ?

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC



vanilla SC

ℎ

Δ-

uninformed users:
- have less power
- harder to an<cipate

in the dark

(ℎ)

Δ?

tradeoff

opaque

informed users:
- have more power
- easy to an<cipate

transparent

⇒ ⇒

ask: what happens when users
have parFal knowledge of ℎ?

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

GNETR ICML21



vanilla SC

ℎ

Δ-

“op1mis1c”

ℎ

Δ-

info
  leaks
6ℎ

Δ0-≈

ask: what happens when users
have parFal knowledge of ℎ?

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

GNETR ICML21



vanilla SC

ℎ

Δ-

“optimistic”

ℎ

Δ-

info
  leaks
6ℎ

Δ0-≈

ask: what happens when users
have parFal knowledge of ℎ?

information

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

GNETR ICML21



• Price of OPacity: (POP)

𝑒𝑟𝑟 ℎ, iℎ − 𝑒𝑟𝑟(ℎ, ℎ)

vanilla SC

ℎ

Δ-

“op1mis1c”

ℎ

Δ-

info
  leaks
6ℎ

Δ0-≈

ask: what happens when users
have parFal knowledge of ℎ?

informa<on

limited
  resources

incen<ves

social welfare

actions

GTSC

GNETR ICML21

• Main result: can be arbitrarily bad
⇒ transparency is oaen in best interest of system!



ask: what happens when users
have parFal knowledge of ℎ?

informa<on

limited
  resources

incentives

social welfare

ac<ons

GTSC

GNETR ICML21

• Price of OPacity: (POP)

𝑒𝑟𝑟 ℎ, iℎ − 𝑒𝑟𝑟(ℎ, ℎ)

• Main result: can be arbitrarily bad
⇒ transparency is oaen in best interest of system!



correct correct - but costly

erroneous
update

almost
made it!

biased
es6mate ask: what happens when users

have parFal knowledge of ℎ?

informa<on

limited
  resources

incentives

social welfare

ac<ons

GTSC

GNETR ICML21



ask: how can learning contend
with uncertain user behavior?

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

RR ICML24

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

known user response:

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ? 𝑥"

unknown user response:
uncertainty



ask: how can learning contend
with uncertain user behavior?

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

RR ICML24

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

known user response:

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ? 𝑥"

unknown user response:
uncertainty

1) infer Δ over 1me  (more on this later)



ask: how can learning contend
with uncertain user behavior?

informa<on

limited
  resources

incen<ves

social welfare

actions

GTSC

RR ICML24

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

known user response:

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ? 𝑥"

unknown user response:
uncertainty

argmin
!

max
5∈𝕌

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

2) robust learning:
1) infer Δ over 1me  (more on this later)

uncertainty set



ask: how can learning contend
with uncertain user behavior?

information

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

RR ICML24

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

known user response:

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ? 𝑥"

unknown user response:
uncertainty

argmin
!

max
9∈:

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ!9 𝑥"

2) robust learning – unkonwn costs:
1) infer Δ over 1me  (more on this later)

uncertainty set



informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

RR ICML24

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ! 𝑥"

known user response:

argmin
!

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ? 𝑥"

unknown user response:

argmin
!

max
9∈:

1
𝑚
2
"#$

%

ℓ 𝑦", ℎ Δ!9 𝑥"

2) robust learning – unkonwn costs:
1) infer Δ over 1me  (more on this later)

uncertainty set

(public) policy problems:

• ”One shot” – can deploy only once
• Goal: learn to be doubly-robust:

- vs. strategic behavior
- vs. worst-case cost 𝑐 ∈ 𝐶

• Hardness: not knowing 𝑐 can be catastrophic
• Convexifica-on: updated ad-hoc s-hinge
• Algorithm: effecFve, converge to opt. min-max



ℎ

informa<on

limited
  resources

incentives

social welfare

ac<ons

GTSC



informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

ℎ



informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

ℎ



informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC

= “social burden” [MMDH’19]

ℎ• Robustness via penalizing 
deserving sub-popula1on

• Main result is nega1ve:
increased accuracy ⇒
increased social burden

• However, results apply to certain 
monotone seFng

• In more general seFngs,
there is reason for op1mism!

burden ℎ = 𝔼 	 min
*/:- */ 23

𝑐 𝑥, 𝑥. 	 |	𝑦 = 1

ask: when and how can
we reduce social harm?



op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

LR ICML21



op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

• Conjecture: many good models, vary in burden

• Learning objec1ve underspecified – can exploit!

• Regularize for generaliza1on:

argmin
!∈;

2
"#$

%
ℓ 𝑦, ℎ Δ! 𝑥 + λ𝑅<=1>/4(ℎ)ℎ +

LR ICML21

set of accurate models:
ℎ0



argmin
!∈;

2
"#$

%
ℓ 𝑦, ℎ Δ! 𝑥 + λ𝑅<=1>/4(ℎ) op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

ℎ $

LR ICML21

• Conjecture: many good models, vary in induced burden

• Learning objec1ve underspecified – can exploit!

• Regularize for sparsity:

ℎ0

ℎ(

set of accurate models:



op<miza<on

generaliza<on

loss functions

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

argmin
!∈;

2
"#$

%
ℓ 𝑦, ℎ Δ! 𝑥 + λ𝑅<=1>/4(ℎ)𝑅<=1>/4(ℎ)

LR ICML21

• Conjecture: many good models, vary in induced burden

• Learning objective underspecified – can exploit!

• Regularize for… social good?

set of accurate models:
ℎ0

ℎ(

ℎ1



op<miza<on

generaliza<on

loss func<ons

regularization
model selection 

robustness
uncertainty  

ML SC

argmin
!∈;

2
"#$

%
ℓ 𝑦, ℎ Δ! 𝑥 + λ𝑅<=1>/4(ℎ)𝑅<=1>/4(ℎ)

LR ICML21

𝜆

social burden

• Conjecture: many good models, vary in induced burden

• Learning objec1ve underspecified – can exploit!

• Regularize for… social good?



op<miza<on

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

LR ICML21

social burden

𝜆

argmin
!∈;

2
"#$

%
ℓ 𝑦, ℎ Δ! 𝑥 + λ𝑅<=1>/4(ℎ)𝑅<=1>/4(ℎ)

• Conjecture: many good models, vary in induced burden

• Learning objec1ve underspecified – can exploit!

• Regularize for… social good!

can halve burden, 
at no loss to acc!



optimization

generaliza<on

loss func<ons

regulariza<on
model selec)on 

robustness
uncertainty  

ML SC

LR ICML21

social burden

argmin
!∈;

2
"#$

%
ℓ 𝑦, ℎ Δ! 𝑥 + λ𝑅<=1>/4(ℎ)𝑅<=1>/4(ℎ)

• Conjecture: many good models, vary in induced burden

• Learning objec1ve underspecified – can exploit!

• Regularize for… social good!

𝜆

addi-onal social good metrics:

• Applies to other social good metrics (u1lity, recourse, …)

• Similarly underspecified – similar pareto fronts!
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u4lity cost
Δ! 𝑥 = argmax

&!
	ℎ 𝑥' − 𝑐 𝑥, 𝑥'

ℎ

ask: where do costs come from?

(ask first: what are features?)

informa<on

limited
  resources

incen<ves

social welfare

actions

GTSC



u4lity cost of apples and bananas
Δ! 𝑥 = argmax

&!
	ℎ 𝑥' − 𝑐 𝑥, 𝑥'

ℎ

ask: where do fruits come from?

information

limited
  resources

incen<ves

social welfare

ac<ons

GTSC



supply

demand

u4lity cost of apples and bananas
Δ! 𝑥 = argmax

&!
	ℎ 𝑥' − 𝑐 𝑥, 𝑥'

ℎ



supply

demand

$
price

u4lity price of apples and bananas
Δ! 𝑥 = argmax

&!
	ℎ 𝑥' − 𝑐 𝑥, 𝑥'

ℎ



u4lity price of apples and bananas
Δ! 𝑥 = argmax

&!
	ℎ 𝑥' − 𝑐 𝑥, 𝑥'

ℎ supply

demand

$
price



supply

demand

$
price

u4lity price of prep courses
Δ! 𝑥 = argmax

&!
	ℎ 𝑥' − 𝑐 𝑥, 𝑥'

ℎ

claim: classifier induce markets!



GT

supply

demand

$
price

ℎ



ℎ
$$

$$

$

$$

$$$

$

GT

supply

demand

$
price



ℎ
$$

$$

$

$$

$$$

$

ask: can learning anFcipate and
account for the markets it induces?
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strategic modifica3on:

ask: what other actions can users take?
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strategic par3cipa3on:

s.t.  𝑎! 𝑥 = 𝟙 worthwhile	to	apply

ask: what other acFons can users take?
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test

𝑦 = 1

𝑦 = 0

(interview, trial period, …)

strategic par3cipa3on:

informa<on

limited
  resources

incentives

social welfare

ac<ons

GTSC
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test

𝑦 = 1

𝑦 = 0

𝑓

screen

$𝑦 = 0

$𝑦 = 1

(learned classifier)

u6lity

1 − 𝑐

−𝑐

0

hired

not
hired

cost of test

strategic par3cipa3on:

ask: how does learning affect applicaFons?
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apply screen test u6lity

𝑎 = 1 𝑦 = 1 1 − 𝑐

𝑎 = 0 $𝑦 = 0 𝑦 = 0 −𝑐

$𝑦 = 1

0
𝑃! 𝑦 = 1	|	 1𝑦 = 1, 𝑧

cond. precision:
𝑓 (learned classifier)

hired

not
hired

HSKR ICML24

strategic par3cipa3on:

• Observa1on: learning rule determines self-selec1on

𝑓(

𝑓0
groups

main result: learning has capacity
to fully determine applicaFons!

information

limited
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incen<ves

social welfare

ac<ons

GTSC

cost of test
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strategic par3cipa3on:

• Observa1on: learning rule determines self-selec1on

• Implica1ons: can create false appearance of fairness,

discriminates by making applica1on too costly/risky

apply screen test u6lity

𝑎 = 1 𝑦 = 1 1 − 𝑐

𝑎 = 0 $𝑦 = 0 𝑦 = 0 −𝑐

$𝑦 = 1

0
𝑃! 𝑦 = 1	|	 1𝑦 = 1, 𝑧

cond. precision:
𝑓 (learned classifier)

hired

not
hired

cost of test

ask: how does learning affect applicaFons?
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𝑎 = 1 𝑎 = 0

strategic par3cipa3on:

apply screen test u6lity

𝑎 = 1 𝑦 = 1 1 − 𝑐

𝑎 = 0 $𝑦 = 0 𝑦 = 0 −𝑐

$𝑦 = 1

0
𝑃! 𝑦 = 1	|	 1𝑦 = 1, 𝑧

cond. precision:
𝑓 (learned classifier)

hired

not
hired

cost of test

• Observa1on: learning rule determines self-selec1on

• Implica1ons: can create false appearance of fairness,

discriminates by making applica1on too costly/risky

ask: how does learning affect applications?

informa<on

limited
  resources

incen<ves

social welfare

ac<ons

GTSC



Beyond
the standard setup



op<miza<on

generaliza<on

loss func<ons

regulariza<on

robustness

informa<on

limited resources

incen<ves

social welfare

ac<ons

GTML SC



performa<vity

uncertainty

representa<on

causality

input modality
text, images, graphs, …

fairness and equity

social welfare
welf. func)on, social planner, …

dynamics
   regret/BR,  order of play, seq/sim, …

regula<on

markets & mechanisms
MD, ID, contracts, auctions…

revisit old fronts + tackle new ones!

GTML SCML econ

dynamics
retrain, online, RL, …   

dependencies

output structure
mul)class/label, regression, …

(wide) (narrow)

behavioral modeling
bounded-ra)onal, behavioral biases, ………



dynamics
   regret/BR,  order of play, seq/sim, …

performativity

uncertainty

representa<on

input modality
text, images, graphs, …

fairness and equity

social welfare
welf. func)on, social planner, …

regula<on

markets & mechanisms
MD, ID, contracts, auc)ons…

revisit old fronts + tackle new ones!

GTML SCML econ

output structure
mul)class/label, regression, …

(wide) (narrow)

behavioral modeling
bounded-ra)onal, behavioral biases, ………

1. causality

3. dynamics
retrain, online, RL, …   

2. dependencies



1) Causality

vanilla SC

superficial changes
⇒ gaming

causal SC



1) Causality

• Standard SC: changing 𝑥 does not affect 𝑦  (=gaming)
• More realis-c: changing 𝑥 can also change 𝑦
• Assume exists underlying causal graph [Pearl 2009]:

• Lots of challenges:
Ø graph not necessarily known
Ø key variables not necessarily observed (e.g., confounders)
Ø structure determines interacFons (i.e., what affects what)

• Causal SC is inherently difficult – as hard as causal inference [MMH ICML20]

(taken from Miller et al. 2020)

ask: can we learn in causal strategic se_ngs?



Causal SC as distribu0on shi4

• Q1: How does causality affect learning?
• Simplifying assumption: causal vs. correlative features
• A1: Entails different types of distribution shift:

• correlative → strategic shift → gaming
• only causal → covariate shift → missinformation
• both → mixture shift → interactions

• Corollary: choose your battles!

HR ICML23

true graph: system sees: users see:

causal but
unobserved  

informa7ve

causal
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Incen0vizing improvement

• Q1: How does causality affect learning?
• Q2: How does causality affect social outcomes?
• A2: Causal SC has poten-al for improvement:

 
• Goal: learn ℎ that (also) promotes improvement
• Has long and rich history in economics (e.g., see [KR 19])
• Also considered in (online) SC

(e.g., [SEA’20, BLWZ’21, CWL’21, HNSHW’22, MDW’22])

𝔼* 𝔼 𝑝 𝑦	 do Δ − 𝑝 𝑦 	|	𝑥
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• But changing 𝑥 can also impair outcomes!
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Incen0vizing improvement

• Q1: How does causality affect learning?
• Q2: How does causality affect social outcomes?
• A2: Causal SC has potential for improvement:

 
• Goal: learn ℎ that (also) promotes improvement
• Has long and rich history in economics (e.g., see [KR 19])
• Also considered in (online) SC

(e.g., [SEA’20, BLWZ’21, CWL’21, HNSHW’22, MDW’22])
 

• But changing 𝑥 can also impair outcomes!
• Solution: learn safe models by “looking ahead”

𝔼* 𝔼 𝑝 𝑦	 do Δ − 𝑝 𝑦 	|	𝑥

RHRP NeurIPS20

causal effect:

uncertainty:



2) Dependencies: How users relate

• Standard SC: responses are independent (Δ: 𝑥  depends only on 𝑥)
• More realis-c: responses are interdependent

• Reason #1: limited resources
• Actually, all common examples have limit on # of F𝑦 = 1
• This means that users compete

limited
financial

resources

limited
teaching
capacity

limited
qualified
personell



2) Dependencies: How users relate

• Standard SC: responses are independent (Δ: 𝑥  depends only on 𝑥)
• More realis-c: responses are interdependent

• Reason #1: limited resources
• Actually, all common examples have limit on # of F𝑦 = 1
• This means that users compete
• Reasonable approach:

learn to rank, then set F𝑦 = 1 only for top-𝑘
• Turns out to be exceedingly hard [LGB ICML22]
• SFll – major goal!

top-𝑘

no chance

sure place?

worry about
directly behind

move only if
in front doesn’t



2) Dependencies: How users relate

• Standard SC: responses are independent (Δ: 𝑥  depends only on 𝑥)
• More realis-c: responses are interdependent

• Reason #1: limited resources
• Reason #2: model-induced dependencies

using graph in learning
creates dependencies

ℎ

𝑥2

𝜙2

𝑥3#

GNNsocial network graph-dep. embedding
EFBR ICLR23



2) Dependencies: How users relate

• Standard SC: responses are independent (Δ: 𝑥  depends only on 𝑥)
• More realis-c: responses are interdependent

• Reason #1: limited resources
• Reason #2: model-induced dependencies

using graph in learning
creates surprising dependencies

EFBR ICLR23



2) Dependencies: How users relate

• Standard SC: responses are independent (Δ: 𝑥  depends only on 𝑥)
• More realis-c: responses are interdependent

• Reason #1: limited resources
• Reason #2: model-induced dependencies

EFBR ICLR23



2) Dependencies: How users relate

• Standard SC: responses are independent (Δ: 𝑥  depends only on 𝑥)
• More realis-c: responses are interdependent

• Reason #1: limited resources
• Reason #2: model-induced dependencies
• Reason #3: economic graph structure

ER ICML23

Recommended for you:

main result: can use graph
to incenFveize diversity

consumers

strategic content creators



3) Learning over 0me

• Standard SC: batch se_ng:  train → deploy → test
• Assumes access to clean data (otherwise, chicken & egg!)
• More realis-c: data is dirty (i.e., result of some behavior)

• One solu-on: iterated deployments over Fme:  train → deploy → train → deploy → train → …
• Three main aproaches: → lots of research; will present here only in brief

1. online learning (e.g., bandits)
(e.g., [DRSWW NeurIPS17, CSSVZ ICML23, HPW NeurIPS23, SBM NeurIPS23, ABBN EC21, …])

2. performaFve predicFon (retraining revisited) [PZMH ICML20] 
3. dynamical systems



3) Learning over 0me

• Standard SC: batch se_ng:  train → deploy → test
• Assumes access to clean data (otherwise, chicken & egg!)
• More realis-c: data is dirty (i.e., result of some behavior)

• One solu-on: iterated deployments over Fme:  train → deploy → train → deploy → train → …
• Pros: less restricFve

(1)  does not require clean data
(2)  does not assume known Δ- (or even best-response)
(3)  permits causal Δ- (under addiFonal assumpFons)

• Cons: each deployment is social “experiment” 
• in some cases, exploraFon is reasonable
• in other cases – it is very much not



Opportunities
& challenges
open questions



Open questions

• Strategic learning is exiFng new field with much potenFal for growth
• But it is also young – so that many challenges sFll lie ahead:
1. Learning aspects:



Open ques0ons

• Strategic learning is exiFng new field with much potenFal for growth
• But it is also young – so that many challenges sFll lie ahead:
1. Learning aspects:

• labels beyond binary
- regression
- mulFclass
- mulFlabel
- sequences
- structured (e.g., graphs)
- …
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• Strategic learning is exiFng new field with much potenFal for growth
• But it is also young – so that many challenges sFll lie ahead:
1. Learning aspects:

• labels beyond binary
• inputs beyond vectors
• models beyond linear

- neural nets (behavior in latent space)
- tree-based
- text-based (prompts)
- …



Open questions

• Strategic learning is exiFng new field with much potenFal for growth
• But it is also young – so that many challenges sFll lie ahead:
1. Learning aspects:

• labels beyond binary
• inputs beyond vectors
• models beyond linear
• se_ngs beyond classificaFon

- unsupervised and semi-supervised
- generaFve
- RL and MARL
- …



Open ques0ons

• Strategic learning is exiFng new field with much potenFal for growth
• But it is also young – so that many challenges sFll lie ahead:
1. Learning aspects
2. Econ/GT aspects:

• informaFon
- power
- control
- selecFve release/withold
- …



Open ques0ons

• Strategic learning is exiFng new field with much potenFal for growth
• But it is also young – so that many challenges sFll lie ahead:
1. Learning aspects
2. Econ/GT aspects:

• informaFon
• other economic se_ngs

- markets, aucFons, contracts, …
- compeFFon (between classifiers)
- cooperaFon  (between users)
- monopolisFc behavior
- …



Open ques0ons

• Strategic learning is exiFng new field with much potenFal for growth
• But it is also young – so that many challenges sFll lie ahead:
1. Learning aspects
2. Econ/GT aspects:

• informaFon
• other economic se_ngs
• behavior

- Bayesian
- non-raFonal “behavioral” (=biases)
- …

loss aversion

risk aversion/seeking

future discoun4ng

availability bias

bandwagon effectbase rate fallacy

quantal response

bounded ra4onality

k-level reasoning

choice overload

confirma4on bias

decoy effect

anchoring

framing/priming

endowment effect

causal fallacy

primacy/recency

…



Open ques0ons

• Strategic learning is exiFng new field with much potenFal for growth
• But it is also young – so that many challenges sFll lie ahead:
1. Learning aspects
2. Econ/GT aspects
3. “In the wild”:

• evaluaFon  [BBK 20, HHP 23, CIALRM 23] 
• measuring uFlity/welfare
• esFmaFng costs
• monitoring and regulaFon



Why supervised learning?

• Most human-centric tasks are policy problems (vs. predicFon problems)
• So supervised learning is clearly the wrong tool to use
• But it is also by far the most prevelant, accessible, and easy to use
 

• Vision for the future:

 
• Goal: make integraFng human agency as seemless as possible
• Not so easy! And requires much cauFon and deliberaFon (c.f. fairness)

strat_clf = LogisticRegression(penalty=‘l2’, C=0.01, max_iter=500,

         want=‘yhat=1’, know=‘noisy_h’, do=‘game’)
strat_clf.fit(X, Y, cost=c)
pred = strat_clf.predict(X_test)



Summary



Summary

• SC captures natural tension between learning systems and their users
• Appealing interface between ML and GT – many open quesBon!
• Original setup is clean and simple, but likely to narrow
• Nonetheless, flexible and modular: easy to extend, relax, and generalize



Summary

• SC captures natural tension between learning systems and their users
• Appealing interface between ML and GT – many open quesBon!
• Original setup is clean and simple, but likely to narrow
• Nonetheless, flexible and modular: easy to extend, relax, and generalize

Ø A call to rethink the design of learning algorithms for social seSngs
Ø An opportunity to revise foundaBons using economic and behavioral modeling
Ø High potenBal for real impact – much more work needed!
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Narra0ve(s)

• “users game system”

• “system exploits users”
• “system exploits users uninten&onally”
• “… as long as there is transparency”
• “poten;al for coopera;on…”
• “its just a market”

• …
•  

“op1mis1c”

ℎ

Δ-

info
  leaks
6ℎ

Δ0-≠

SC in the dark
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• “users game system”

• “system exploits users”
• “system exploits users uninten&onally”
• “… as long as there is transparency”
• “poten;al for coopera;on…”
• “its just a market”

• …
•  







THANKS!




