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Aim of the Tutorial

Of late, there has been a significant rise in interest in using Large
Language Models in planning tasks

In the last ~3 years, many papers have been published

* |t started with training sequence learning models (specifically transformers)
tabula rasa on plans

 ..and has currently mostly become a sort of ersatz natural science of using huge
pre-trained models to see (and exploit) what planning abilities they may already
possess

Much of the literature is in NLP and ML conferences.

* There is bidirectional ignorance.
* The authors of the papers often don’t have background in Planning/Reasoning

. Izgll'\d the Planning/Reasoning community is largely unaware of the work on LLMs and
anning

This tutorial is an attempt to rectify this ignorance, and to take a critical
look at the role of LLMs in Planning

* (..and should thus be of interest to both populations..)



Planning Involves Deciding a Course of
Action to achieve a desired state of affairs
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RL with Simulator is Planning..



Research Background..

* We have focused on explainable human-Al

interaction.

Our settinﬁ involves collaborative problem
solving, where the Al agents provide decision
support to the human users in the context of
explicit knowledge sequential decision-
making tasks (such as mission planning)

* In contrast, much work in social robotics and HRI

has focused on tacit knowledge tasks (thus
making explanations mostly moot)

* We assume that the Al agent either learns the
human model or has prior access to it.

We have developed frameworks for proactive
explanations based on model reconciliation
as well as on-demand foil-based explanations

We have demonstrated the effectiveness of
our technigues with systematic (IRB
approved) human subject studies

Challenges of Human-Aware Al

M,‘f: Allows the agent to anticipate human

expectations, in order to

* conform to those expectations

* explain its own behavior in terms of
those expectations.

MR
ME and MR are

Expectations on Models
MH and MR

They don’t have to be

executable
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LLM’s Can’t Plan; But they can help planning
in LLM-Modulo Frameworks

LLMs can support planning (and expand the
range of planning tasks) in LLM-Modulo
Frameworks

* LLMs can be used in conjunction

LLMs can’t plan in Autonomous Modes
(and r_nan\LcIaims to the contrary are
qguestionable)

* LLMs can’t do planning in

autonomous mode

* CoT, ReACT, Fine Tuning etc. don’t
help that much (as they don’t
generalize enough)

* They can’t improve by self-
verification (since they can’t self-
verify!)

* Having humans iteratively prompt
is an invitation for Clever Hans
effect..

with external verifiers and solvers
in an LLM-Modulo framework
(with the verifiers doing back
prompting )
* |In the LLM-Modulo framework, LLMs
can play multiple roles
e Guess plans
* Guess domain models

e Help elaborate the problem
specification
* Translate formats



ICML 2024 Tutorials..
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| come to leverage LLMSs, not to lament them..

ff" 2) Subbarao Kambhampati ($0250a)°¢3 {232\0°8) &
@5 @rao2z

A clear-eyed understanding of the strengths and limitations of a
technology is a step towards advancing it.

Blind cheerleading or unalloyed cynicism, in contrast, are just steps
towards advancing your influencer career..
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By Subbarao Kambhampati
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Comments (1)
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In many ways, we are living in quite a wondrous time for AL with
every week bringing some awe-inspiring feat in yet another tacit
knowledge task that we were sure would be out of reach of
computers for quite some time to come. Of particular recent
interest are the large learned systems based on transformer
architectures that are trained with billions of parameters over
massive Web-scale multimodal corpora. Prominent examples
include large language models like GPT3 and PALM that respond
to free-form text prompts, and language/image models like DALL-
E and Imagen that can map text prompts to photorealistic images
(and even those with claims to general behaviors such as GATO) .

The emergence of these large learned models is also changing the
nature of Al research in fundamental ways. Just the other day,
some researchers were playing with DALL-E and thought that it seems to have developed a secret language of
its own which, if we can master, might allow us to interact with it better. Other researchers found that GPT3's
responses to reasoning questions can be improved by adding certain seemingly magical incantations to the

And men (& LLMs) have lost their reason.
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The problem with Alchemy is not that Chemistry is useless, but that
people wanted to delude themselves that Chemistry--a pretty amazing
discipline on its own merits--can be Nuclear Physics if you prompt it just
SO..

The problem with LLM alchemy may not be much different.. @
Q Subbarao Kambhampati (¥0zfoa)>¢} Xoar\orsh)) &

Bringing sledge hammer subtleness to the foregoing analogy:

What LLMs do well is to serve as giant external non-veridical memories for us-
-memories trained on a HUGE fraction of civilizational knowledge....




A few caveats about the tutorial..

* Thisis not a drY chronological survey
with a laundry list of papers and their
blurbs

* It is an opinionated perspective on the
state of LLMs and Planning intersection

* Informed by our own work in the area

e Caution: The authors of the papers
brought up in the tutorial may well
bristle at the particular
perspective/pigeonholing of their work

* The aim is not to make up your mind, but to
equip you with a perspective that you may
find useful when you read the literature
yourself (..or do work in the area yourself..)

* This tutorial has largely been tweeted..
e “twittorial?”

Heerman, 3ranz‘ me the Serenty Zo
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Data to learn the things I can;

And wisdom o knoww the difference.
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722y Subbarao Kambt i (: 3 X2xm\ovey) & @rao2z - Jan 29
E Despite mounting evidence that LLMs can't possibly be expected to do
verification/critiquing of what they generate (unless they have been trained
on corrections data in addition to correct data), the number of papers
continuing to claim that LLMs can improve by "self-critiquing"..

Show more

(:2) Subbarao Kambhampati (SozSoae3 Raxyy & @rao - Oct 22, 2023

Somy thread about our papers investigating the verification and
self-critiquing inabilities of GPT4 has apparently resonated with a lot of
folks. Here is a quick response to several issues raised (either in replies
or other quote-tweet threads). [Using one of 'em long "vanity...
Xx.com/rao2z/status/1...

Show more
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" Wrote up a more complete vision of the LLM-Modulo Frameworks for

planning/reasoning tasks.
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Perspective on LLMSs
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Language Imitation Games and the Arrival

of Broad and Shallow Al
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‘When my son was still a toddler and his mom
had to go on an extended trip out of the country,
he would "talk" to her on the phone almost daily.
Scare quotes because he still was more babbling
than talking. But, the impressive (and adorable)

thing was that his imitation of the syntactics of
us talking on the phone was flawless, replete with the meaningful
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Quotation of the Day: When Chatbots
‘Hallucinate’
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~ N
May 8, 2023

“If you don’t know an answer to a question already, I would not
give the question to one of these systems.”

SUBBARAO KAMBHAMPATI, a professor and researcher of
artificial intelligence at Arizona State University, about
inaccurracies in information from chatbots, sometimes referred to
as “hallucinations.”
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Beauty, lies & ChatGPT: Welcome to the post-truth world

BY SUBBARAO KAMBHAMPATI, OPINION CONTRIBUTOR - 02/16/23 10:00 AM ET

m
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Bella Whitice talks with classmate Katherine McCormick as they try and outwit the ‘robot”that was creating writing
assignments in Donnie Piercey’s class at Stonewall Elementary in Lexington, Ky., Monday, Feb. 6, 2023. The robot was the new
artificial intelligence tool ChatGPT which can generate everything from essays and haikus to term papers in a matter of
seconds.

Two months back, a company called OpenAl released its chatbot, ChatGPT, to the public.
ChatGPT is a so-called Large Language Model (LLM) that is trained on the nearly 600
gigabytes of text of all kinds found on the World Wide Web to learn to complete any text
prompt by predicting the next word, and the word after that, and so on. The purported aim of
the system is to put the “auto complete” functionality for words, found on cellphones, on
steroids so it can complete entire paragraphs.

The powers of these types of LLMs have long been known in the technology sector, thanks to
ChatGPT’s predecessor, GPT3, from OpenAl and similar systems from other Big Tech
companies.



LLMs are N-gram models on STEROIDS

* Text is a long sequence of words (including spaces,
punctuations)

* An n-gram model of language learns to predict n-th word given
the preceding n-1 words
* Probabilistically speaking it learns Pr(W, | W1..W,1)
* Unigram predicts each word independently (no preceding context)
* Bigram predicts each word given the previous word
* A 3001-gram model learns to predict the next word given the previous

3000 words
* ChatGPT is just a 3001-gram model - BT ot
* The power of an n-gram model depends on m}l | -
* How much text it trains on s

* How bigis the n (context) and
* How high-capacity is the function learning Pr(W, |W,..W, )

* ChatGPT trains on ~600 gigabytes of text on the Web

* It learns a very high capacity function that has 175 billion parameters

e Learns Pr(W, |W;...W,_;) for all possible nth words W, (Vocabulary of the
language, ~50K in English)

pw, | Wy, oW,y



..but the count table is Ginormous! (and is VERY

sparse)

e With an n-§ram model, you need to keep track of the
conditional distributions for (n-1)-sized prefixes.

* With a vocabulary size |V]| (~ 50000), there are |V|"*!
different prefixes!!
* Easy for unigram (1 prefix), bigram (| V| prefixes) and trigram (|V|?
prefixes)
* For ChatGPT’s 3001-gram model, with a 50,000 word vocabulary, we
are looking at a whopping (50000)3°%° conditional distributions

* (and most entries will be zero—as the chance of seeing the same 3000-word
sequence again is vanishingly small!)

* What LLMs do is to essentially compress/approximate this
ginormous count table with a function

* That is while high capacity (176 billion weights!) is still vanishingly
smallll_ cowpared to the ginormous count ((50000)3°%° >> 176 billion or
a trillion!

 ..and oh by the way, the compressed function winds up having fewer
zeros

* It approximates both the non-zero counts and zero counts, so..
* GENERALIZATION!!!

* In essence the function learns to “abstract” and “cluster” over
similar” sequences

ositional
ncodin,
Input
Embedding

Input

Transformer Block Ouptut

\ /

Transformer Block Input

Transformers are a

(not particularly principled)
parallelization of the
recurrent neural networks



Mental picture Reality
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Hallucination and
“Approximate Retrieva

* LLMs are n-gram models, and thus do
not index and retrieve

|”

* All they ever do is hallucinate
completions to the prompt

* Such that the completion is in the same
distribution as the text they have been
trained on

* Prompt engineering doesn’t change
this!

* Whether or not changing the prompt
gives the “factual completion” depends
on the prompter knowing enough to tell
whether the given answer is the accurate
one.

€he New Uork Times

Quotation of the Day: When Chatbots
‘Hallucinate’

@ Give this article A N

May 8, 2023

“If you don’t know an answer to a question already, I would not
give the question to one of these systems.”

SUBBARAO KAMBHAMPATI, a professor and researcher of
artificial intelligence at Arizona State University, about
inaccurracies in information from chatbots, sometimes referred to
as “hallucinations.”
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LLMs and Approximate Retrieval

* Retrieval in Databases: Given a query (key),
retrieve the records that exactly match the

query

* Approximate retrieval in LLMs: Given a (textual)
query (prompt), generate the most likely
completion

* Note that the completion is NOT guaranteed to be
one of the stored records
* This generative creativity is the boon/bane of LLMs

4. Commercial LLM makers (will) try to play both ends of the
approximate retrieval to their advantage..

4.1. When they try to argue NYT law suit, they will no doubt push on the
fact that LLMs don't do exact retrieval and so there is no copyright
infringement.

4.2 When they push LLMs for "search", they will try instead to bank on
the memorization capabilities!

The truth is that there is no 100% way to guarantee or stop either
behavior!

If LLM makers try to reduce memorization, they will certainly see that
the LLM's ability to masquerade as search engines--already quite

questionable (c.f. ) --will degrade even further (c.f.

)

ADT \




LLM’s Approximate Retrieval upends our
intuitions re: their guesses

Computational Complexity of the underlying Background Knowledge is easier for LLMs

task has no bearing on LLM guesses

* The underlyin comk/llexity'(_)f the problem has
no impact on the LLM'’s ability to guess the
answer

* They are just as fast in guessing answers to
undecidable questions as they are in guessing
answers to constant time questions

* ..andin neither case do they have any guarantees
about their guess
* Corollary: The usual problem characteristic—
Stochasticity, Partial Observability etc. — that
make it computationally harder don’t matter
in LLM’s ability to guess

» After all, they take constant time per token

e ..and no, asking LLMs to “pause” doesn’t change
any of this!

(approximately..)

* Much has been made in traditional Al of the
difficulty of getting relevant knowledge.

* Having been trained on web-scale collective
knowledge of humanity, LLMs are remarkably
better at this

* They are pretty good (with no guarantees—
and some brittleness) at
* Commonsense
* Domain knowledge
* Theory of Mind
* Analogies

* (In addition, of course, to linguistic abilities
such as summarization, elaboration, format
change etc.)

27
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Planning, Scheduling, Reinforcement Learning

* Planning/Sequential Decision Making: Given a set of objectives, come up with a
course of actions (policy) to achieve them (optimally)

» Standard planning (and RL) assume the possible actions that the agent can take (and their
“models”) are given up front

* MacGyver Planning involves coming up with the actions AND sequencing them

* Scheduling: Given a set of tasks/jobs, and a choice of actions for accomplishing
each of the tasks, assign actions to tasks so there are no undesired interactions

* Planning is more general than scheduling (One difference is precondition cascading — adding
an action to achieve something makes you subgoal on the the preconditions of that action..).

* Planning is P-Space Complete (even for STRIPS) and Scheduling is NP-Hard

* (Model-Based) Reinforcement Learning: The agent acts in a (hopefully ergodic)
environment and slowly learns the “action models”—and plans with that model.
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Ergodicity, Robustness & Quality/Optimality

* An environment is ergodic if the agent can reach any state of an environment from any
other state (with positive probability). As a corollary, in non-ergodic environments, an
agent can “get stuck” in some (group of) states

* Planning is most critical in non-ergodic environments!

e Also, if the agent is interacting with a resettable simulator rather than the real world, it can
effectively mask the non-ergodicity of the real world.

* Robustness of a plan is (informally) the probability that it achieves its objectives (without
failing/getting stuck)

* In deterministic environments, “correctness” is a binary measure of robustness
* In non-ergodic environments, a high degree of robustness is critical. Conversely in ergodic ones
(or when you are working with simulators), you can “blunder on” so to say..
* Top-k correctness is not sufficient in non-ergodic environments..

* While robustness is a measure of correctness, Quality of a plan is more about its style (as
desired by the agent or the problem specifier)

* Quality captures intangibles such as implicit (unstated) preferences

* For example, a travel plan to go from Phoenix to Vienna by going part way by walk, part way by bike, part way
by car etc. etc. can be correct, but may not conform to the implicit preferences

* Interestingly, LLMs, trained as they are on web-scale corpora of our collective output, tend to capture these
style preferences better (at least as compared to any other alternate GOFAI approaches!)



World Models, Verifiers & Simulators

 The way a planning agent verifies the robustness of the course of actions it
synthesizes—without having to execute it in the world and incur costly
failures—is to verify the plan with respect to some model of the world
* This model can be something externally supplied
* PDDL Models; SMT Models etc.

e Domain Simulators
* (Note that simulators don’t fall from the sky; they are written by someone!)

e Or learned directly from the agent by trial and error over the real world!
* Asis the case in Reinforcement Learning

* The big unresolved question with LLMs is to what extent they have a robust
internal model of the world

* Since if they do, they can guess a plan, self-verify/critique, and loop..



So can LLMs do Planning?



Little a priori reason to believe that LLMs can reason/plan

ystem 2: peiiberative

(Reasoning from first principles}#

Higher order o
Regularities
(eg World Models)

Memoization/
Compilation

L L M : Reflexive

(“Knowledge” either gleaned directly
from the digital traces of the
humanity, or through finetuning
on specific task data)

System 1: Reflexive

(Knowledge either gleaned directly
from the environment,
or compiled from System 2)

Task-specific data

Bilionyearsago
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Evolution .
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In this paper, we first take the initiative to investigate the performance of LLMs aclions..
on complcx plannmg tasks that require LLMs to understand a virtual spatial semanticg

via natural | e and act pondingly in text. We VirtualH
propose a benchmark named Natural Language Planning and Action (Natala) executabi

composed of a set of novel tasks: Brick World, NLVR-based Manipulations, and trade-off

Natural Language Navigation. We found that current popular LLMs such as extractin:
ChatGPT still lack abilities in complex planning. This arises a question — do 1

Language Models as Zero-Shot Planners:
Extracting Actionable Knowledge for Embodied Agents

the LLMs have a good ing of the described in natural
language, or maybe other alternatives such as symbolic representations are neater
and hence better to be understood by LLMs? To this end, we propose a novel
method called COS (C‘- f-Symbol Prompting) that the complex
with i symbolic spatial ions during the chained
intermediate thinking steps. COS is easy to use and does not need additional
training on LLMs. Extensive experiments indicate that COS clearly surpasses the
performance of the Chain-of-Thought (CoT) Prompting in all three planning tasks
with even fewer tokens used in the inputs compared with CoT. The performance
gain is strong, by up to 60.8% accuracy (from 31.8% to 92.6%) on Brick World
for ChatGPT. COS also reduces the number of tokens in the prompt obviously,
by up to 65.8% of the tokens (from 407 to 139) for the intermediate steps from
demonstrations on Brick World. Code and data available at: https://github.
com/hanxuhu/chain-of - symbol-planning

Large Language Models are Zero-Shot Reasoners

Shixiang Shane Gu
Google Research, Brain Team

Takeshi Kojima
The University of Tokyo
t.kojima@weblab.t.u-tokyo.ac.jp

Yusuke Iwasawa
The University of Tokyo

Machel Reid
Google Research*®

Yutaka Matsuo
The University of Tokyo

Abstract

Pretrained large language models (LLMs) are widely used in many sub-fields of
natural language processing (NLP) and generally known as excellent few-shot
learners with task-specific exemplars. Notably, chain of thought (CoT) prompting,
a recent technique for eliciting complex multi-step rcasonmg (hrough slsp I:vy~
step answer examples achieved the s f-thy er in

and symbolic reasoning, difficult system-2 tasks that do not mllo\\ the “andard
scaling laws for LLMs. While these successes are often attributed to LLMs”
ability for few-shot learning, we show that LLMs are decent zero-shot reasoners
by simply adding “Let’s think step by step” before each answer. Experimental
results demonstrate that our Zero-shot-CoT, using the same single prompt template,
significantly outperforms zero-shot LLM performances on diverse benchmark
reasoning tasks including arithmetics (MultiArith, GSM8K. AQUA-RAT, SVAMP),
symbolic reasoning (Last Letter, Coin Flip), and other logical reasoning tasks (Date
Understanding, Tracking Shuffled Objects), without any hand-crafted few-shot
examples, e.g. increasing the accuracy on MultiArith from 17.7% to 78.7% and
GSMSK from 10.4% to 40. 7‘/: with large -scale InstructGPT model (text-davinci-
002), as well as similar with another off-the-shelf
large model, 540B parameter PaLM. The vemm]uy of this single pmmpl acm\s

very diverse reasoning tasks hints at and
zero-. rlml ities of LLMs, i “';‘ level, multi-task broad cogni
may be d by simple p . We hope our work not only

serves as the nummal strongest zero-: shm b:nclme tur the challenging reasoning

s, but also highlights the i of carefully exploring and analyzing
the enormous zero-shot knowledge hidden inside LLMs before crafting finetuning
datasets or few-shot exemplars.




If block Cis on top of block A, and block B is separately
on the table, can you tell me how | can make a
stack of blocks with block A on top of block B

and block B on top of block C, but without moving block C?

If block C is on top of block A, and block B is separately on the table, can you tell me how |
can make a stack of blocks with block A on top of block B and block B on top of block C, but
without moving block C?

6 To create a stack with block A on top of block B and block B on top of block C without moving block

C, you can follow these steps:

1. Move Block A:

Pick up block A from its current position on top of block C.

2. Move Block B:

Place block B on top of block C. Now, block B is on top of block C, and block A is being held.

3. Move Block A Again:

Finally, place block A on top of block B.

Now, you have successfully created a stack with block A on top of block B, and block B on top of

block C, without moving block C.

Qn

@)

O P

GPT4-0

Hallucinating the Spec

but block Cis not on top of block A; it is the other way round.

I see, if block Cis on top of block A, and block B is separately on the table, and we want to achieve a

stack with block A on top of block B and block B on top of block C without moving block C, here’s how

you can doit:
1. Move Block A:
* Pick up block A from under block C. This will leave block C on the table.

2. Move Block B:

* Place block B on top of block C. Now, block B is on top of block C, and block A is being held.
3. Move Block A Again:

* Finally, place block A on top of block B.

By following these steps, you will have created a stack with block A on top of block B and block B on

top of block C, without moving block C from its original position on the table.

Hallucinating Physics

but this moved C!
Let's carefully re-evaluate the steps to ensure block C remains stationary:

1. Lift Block C: Pick up block C and temporarily hold it. This will leave block A on the table.

2. Move Block B: Place block B on top of block A. Now, block B is on top of block A, and you are still

holding block C. 8 8
9 Hallucinating Goal
3. Place Block C: Finally, place block C on top of block B.

Now you have successfully stacked block A on top of block B and block B on top of block C, without

moving block C from its original position at the start of the process.

I SO P



Subbarao Kambhampati, a professor and researcher of artificial
intelligence at Arizona State University, also put the chatbot
through some tests and said he saw no noticeable improvement in
reasoning compared with the last version.

Ehe New Pork Times Aecount v [

He presented ChatGPT a puzzle involving blocks:

If block C is on top of block A, and block B is separately on the
table, can you tell me how I can make a stack of blocks with block
A on top of block B and block B on top of block C, but without

The New ChatGPT Offers moving block C?

a Lesson in A.I. Hype

OpenAl released GPT-4o, its latest chatbot technology, in a partly
finished state. It has much to prove.

The answer is that it’s impossible to arrange the blocks under
these conditions, but, just as with past versions, ChatGPT-40
consistently came up with a solution that involved moving block C.
With this and other reasoning tests, ChatGPT was occasionally
able to take feedback to get the correct answer, which is
antithetical to how artificial intelligence is supposed to work, Mr.
Kambhampati said.

“You can correct it, but when you do that you’re using your own
intelligence,” he said.



Domain

Blocksworld

Mystery

Blocksworld

One
shot

Zero
shot

One
shot

Zero
shot

-Sonnet

346/600
(57.6%)

329/600
(54.8%)

19/600
(3.1%)

0/600
(0%)

(Opus)

289/600
(48.1%)

356/600
(59.3%)

8/600
(1.3%)

0/600
(0%)

Claude-3.5 Claude 3 | GPT-40

170/600
(28.3%)

213/600
(35.5%)

5/600
(0.83%)

0/600
(0%)

GPT-4
206/600
(34.3%)

210/600
(34.6%)

26/600
(4.3%)

1/600
(0.16%)

Results on PlanBench as of 6/20/2024

GPT-4-
Turbo

138/600
(23%)

241/600
(40.1%)

5/600
(0.83%)

1/600
(0.16%)

Gemini
Pro

68/600
(11.3%)

3/600
(0.5%)

2/500
(0.4%)

0/500
(0%)

LLaMA-3
70B

76/600
(12.6%)

205/600
(34.16%)

15/600
(2.5%)

0/600
(0%)



Why are LLMs claimed to do
Reasoning/Planning?

Approximate omniscience of LLMs
allows them to fake reasoning by
retrieval

* Memory reduces the need to reason from
first principles.
* “Why are manhole covers round?”

* The training corpus is the entire web, and
it is hard for anyone to know what it
already contained

* The web corpus contains both base facts
and deductive closure facts

* Retrieval of the later can be mistaken for
reasoning

* Fine tuning and training from synthetic
data further muddy waters by deliberately
converting reasoning into approximate
retrieval

* Think compiling someone’s system 2 to your
system 1

LLMs may approximate
reasonlng Wlth pattern flndlng 56 Retweets 12 Quotes 235Likes 70 Bookmarks

Think of trying to predict the
satisfiability of a random 3-SAT
instance

Suppose you train a learner with
a gazillion random 3-SAT
instances

Will it discover Davis-Putnam
procedure or is it more likely to
discover the sharp phase
transition?
¢ Easier to find latent variables
corresponding to

#clauses/#variables, and learn a
rule to classify instances that way

See Guy Van Den Broeck’s paper
in lJCAI 23

z2) Subbarao Kambhampati *4 @ICML7/25-28
&b @rao2z

The impressive deep pattern recognition abilities of #DNN's such as
#LLM's are sometimes confused for reasoning abilities

| can learn to guess, with high accuracy, whether a SAT instance is

satisfiable or not, but this not the same as knowing how to solve SAT. Let
me explain. 1/

8:19 AM - Jul 29, 2022

il View Tweet analytics

@) 0 Q M

>

| Tweet your reply!

Subbarao Kambhampati 54 @ICML 7/25-28 @rao2z - Jul 29, 2022

" Suppose you train a learner with a large number of Boolean 3-SAT
instances labeled with whether or not they are satisfiable. There is no
reason to doubt that a modern #DNN-based leaner will manage to learn
deep features corresponding to the y ratio-- #clauses/#variable .. 2/

Q 4 n 2 QO 2 ihi &

ﬂ;;‘ Subbarao Kambhampati #{ @ICML 7/25-28 @rao2z - Jul 29, 2022

<4 ..and armed with v, it can also essentially figure out the sharp-threshold
phenomenon w.rt. to y, and should be able to predict with high certainty
thatthe y < 4.3 are satisfiable and y > 4.3 are unsatisfiable. 3/

Hardness @ as a function of
#clauses/#variables

This is what

#clauses/#variables ---.»



Style vs. Content
Form vs. Factuality

* LLMs (and Generative Al in general) capture
the distribution of the data they are trained
on

 Style is a distributional property
» ..and LLMs are able to learn this (they have been
called the vibe machines..)

* Correctness/factuality is an instance level
property
e ..LLMs can’t guarantee this

* Civilizationally, we had always thought style is
harder than content

* And even assumed that good style implies good
content!

* LLMs (and GenAl in general) turn this intuition on
its head!

7.2\ Subbarao Kambhampati ($oz5oa)¢ Xvzr\o°s) @
€' @rao2z

The tldr | use: "LLMs always hallucinate. Sometimes their
hallicinations align with your reality". Whether or not the prompt
makes them hallucinate in a way that aligns with reality depends very
much on the prompter's ability to check, and thus.. x.com/rao2z/status/1

)

Impressive Reasoning
Abilities of LLMs

)
%ﬁ}m
L

= T
E |
( D |

Prompter knowing
the answer

'fw' Subbarao Kambhampati ($02502°¢3 Xvase\oes)) & @rao2z - Oct 29, 2023

Why we should view LLMs as powerful Cognitive Orthotics rather than
alternatives for human intelligence #SundayHarangue

LLMs are amazing giant external non-veridical memories that can serve as
powerful cognitive orthotics for us, if rightly used (c.f.
Show more



LLM’s Can’t Plan; But they can help planning
in LLM-Modulo Frameworks

LLMs can support planning (and expand the
range of planning tasks) in LLM-Modulo
Frameworks

* LLMs can be used in conjunction

LLMs can’t plan in Autonomous Modes
(and r_nan\LcIaims to the contrary are
guestionable)

e LLMs can’t do planning in

autonomous mode

* CoT, ReACT, Fine Tuning etc. don’t
help that much (as they don’t
generalize enough)

 They can’t improve by self-
verification (since they can’t self-
verify!)

* Having humans iteratively prompt
is an invitation for Clever Hans
effect..

with external verifiers and solvers
in an LLM-Modulo framework
(with the verifiers doing back
prompting )
* |In the LLM-Modulo framework, LLMs
can play multiple roles
e Guess plans
* Guess domain models

e Help elaborate the problem
specification
* Translate formats



LLM’s Can’t Plan; But they can help planning
in LLM-Modulo Frameworks

LLMs can’t plan in Autonomous Modes LLMs can support planning (and expand the

(and man\LcIaims to the contrary are range of planning tasks) in LLM-Modulo

guestionable) Frameworks

* LLMs can’t do planning in * LLMs can be used in conjunction
autonomous mode with external verifiers and solvers

* CoT, ReACT, Fine Tuning etc. don’t in an LLM-Modulo framework

(with the verifiers doing back

help that much (as they don’t prompting )

generalize enough)

 They can’t improve by self-
verification (since they can’t self-
verify!)

* Having humans iteratively prompt
is an invitation for Clever Hans

effect..
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Plan Blackboard
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[Submitted on 12 Feb 2024]

On the Self-Verification Limitations of Large Language Models on

Reasoning and Planning Tasks
Kaya Stechly, Karthik Val k Subbarao K i

There has been considerable divergence of opinion on the reasoning abilities of Large Language Models (LLMs).
While the initial optimism that reasoning might emerge automatically with scale has been tempered thanks to a
slew of counterexamples--ranging from multiplication to simple planning--there persists a wide spread belief
that LLMs can self-critique and improve their own solutions in an iterative fashion. This belief seemingly rests
on the assumption that verification of correctness should be easier than generation--a rather classical
argument from computational complexity--which should be irrelevant to LLMs to the extent that what they are
doing is approximate retrieval. In this paper, we set out to systematically investigate the effectiveness of
iterative prompting in the context of reasoning and planning. We present a principled empirical study of the
performance of GPT-4 in three domains: Game of 24, Graph Coloring, and STRIPS planning. We experiment
both with the model critiquing its own answers and with an external correct reasoner verifying proposed
solutions. In each case, we analyze whether the content of criticisms actually affects bottom line performance,

T N V > cs > arXiv:2402.04210

Critical Investigation

Karthik Valmeekam, Matthew Marquez,

Sarath Sreedharan, Subbarao
Kambhampati
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World Models for Model-
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Large Language Models on
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about Change

Karthik Valmeekam, Matthew Marquez,
Alberto Olmo, Sarath Sreedharan,
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Computer Science > Artificial Intelligence

[Submitted on 6 Feb 2024]

"Task Success" is not Enough: Investigating the Use of Video-
Language Models as Behavior Critics for Catching Undesirable
Agent Behaviors

Lin Guan, Yifan Zhou, Denis Liu, Yantian Zha, Heni Ben Amor, Subbarao Kambhampati
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Can large language models reason and plan?

Subbarao Kambhampati

School of Computing & Augmented

Inteligence,Avizona State University Abstract
« & While humans sometimes do show the capability of correcting their own erroneous
orrespondence
Emall rao@asucdu & i itiquing, no basis for ionin the case
of LLMs.
L LMs), i ids® national Planning C i °C)—including Blocks

that have been trained on web-scale language corpora (o, effectively,
our civilizational knowledge), have caught our collective imagination

‘Worlde. Our results* were contrary to the anecdotal claims about the
planning abilities of LLMs, and when we made them public, received

to possess. By training and operation, LLMs are perhaps best seen as
giant non-veridical memories akin to an external System 1 (Ref. 2) for
us all (see Figure 1). Their seeming versatility has however led many

By the beginning of 2023, with the wide-spread public release of
ChatGPT, and later, GPT4, there were a slew of additional claims,
including in refereed papers, about LLM's abilities to reason and plan.

planning and
reasoning tasks typically associated with System 2 competency.
Nothing in the training and use of LLMs would seem to suggest
remotely that they can do any type of principled reasoning (which, as
" ’ )

to repeat our tests on both GPT3.5 and GPT4.” Initial
results showed that there was some improvement in the accuracy of
generated plans from GPT3 to GPT3.5 to GPT4, with GPT4 reaching
309% empirical accuracy in the Blocks World (albeit still lower in other

What

domains).

We, Dec 13, 09:45 -- Poster Session 3

ar <iV > cs > arXiv:2402.01817

Computer Science > Artificial Intelligence

[Submitted on 2 Feb 2024 (v1), last revised 6 Feb 2024 (this version, v2)]

LLMs Can't Plan, But Can Help Planning in LLM-Modulo Frameworks

Subbarao Kambhampati, Karthik Valmeekam, Lin Guan, Kaya Stechly, Mudit Verma, Siddhant Bhambri, Lucas Saldyt,

Anil Murthy

There is considerable confusion about the role of Large Language Models (LLMs) in planning and reasoning tasks. On one side
are over-optimistic claims that LLMs can indeed do these tasks with just the right prompting or self-verification strategies. On
the other side are perhaps over-pessimistic claims that all that LLMs are good for in planning/reasoning tasks are as mere
translators of the problem specification from one syntactic format to another, and ship the problem off to external symbolic
solvers. In this position paper, we take the view that both these extremes are misguided. We argue that auto-regressive LLMs
cannot, by do planning or self (which is after all a form of reasoning), and shed some light on the
reasons for misunderstandings in the literature. We will also argue that LLMs should be viewed as universal approximate
knowledge sources that have much more roles to play in tasks beyond simple front-
end/back-end format translators. We present a vision of {\bf LLM-Modulo Frameworks} that combine the strengths of LLMs
with external model-based verifiers in a tighter bi-directional interaction regime. We will show how the models driving the
external verifiers themselves can be acquired with the help of LLMs. We will also argue that rather than simply pipelining LLMs
and symbolic components, this LLM-Modulo Framework provides a better neuro-symbolic approach that offers tighter
integration between LLMs and symbolic components, and allows extending the sco

regimes towards more flexible knowledge, problem and preference specifications.

Subjects: Artificial Intelligence (cs.Al); Machine Learning (cs.LG)
Citeas:  arXiv:2402.01817 [es.All

Large-scale generative models are shown to be useful for sampling meaningful candidate solutions, yet they
often overlook task constraints and user preferences. Their full power is better harnessed when the models are
coupled with external verifiers and the final solutions are derived iteratively or progressively according to the
verification feedback. In the context of embodied Al verification often solely involves assessing whether goal
conditions specified in the instructions have been met. Nonetheless, for these agents to be seamlessk

ar (iv > ¢s > arXiv:2401.05302

Computer Science > Robotics

[Submitted on 10 jan 2024 (v1), last revised 17 Jan 2024 (this version, v2)]
Theory of Mind abilities of Large Language Models in Human-
Robot Interaction : An Illusion?

Mudit Verma, Siddhant Bhambri, Subbarao Kambhampati

Large Language Models have shown exceptional generative abilities in various natural language and generation
tasks. However, possible anthropomorphization and leniency towards failure cases have propelled discussions
on emergent abilities of Large Language Models especially on Theory of Mind (ToM) abilities in Large Language
Models. While several false-belief tests exists to verify the ability to infer and maintain mental models of
another entity, we study a special application of ToM abilities that has higher stakes and possibly irreversible
consequences : Human Robot Interaction. In this work, we explore the task of Perceived Behavior Recognition,
where a robot employs a Large Language Model (LLM) to assess the robot's generated behavior in a manner
similar to human observer. We focus on four behavior types, namely - explicable, legible, predictable, and
obfuscatory behavior which have been i used to i robot behaviors. The LLMs
goal is, therefore to be a human proxy to the agent, and to answer how a certain agent behavior would be
perceived by the human in the loop, for example "Given a robot's behavior X, would the human observer find it

explicable?". We conduct a human subject study to verify that the users are able to correctly answer such a
question in the curated situations (robot setting and plan) across five domains. A first analysis of the belief test
yields extremely positive results inflating ones expectations of LLMs possessing ToM abilities. We then propose
and perform a suite of perturbation tests which breaks this illusion, i.e. Inconsistent Belief, Uninformative
Context and Conviction Test. We conclude that, the high score of LLMs on vanilla prompts showcases its
potential use in HRI settings, however to possess ToM demands invariance to trivial or irrelevant perturbations
in the context which LLMs lack.
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Position: LLMs Can’t Plan, But Can Help Planning in LLM-Modulo Frameworks
Subbarao Kambhampati, Karthik Valmeekam, Lin Guan, Mudit Verma, Kaya Stechly, Siddhant Bhambri, Lucas Paul Saldyt, Anil B Murthy
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e —

@ LLM-Modulo Frameworks!

e ———— -

@ LLM-Modulo Case Studies

.y i i i .

S
LLM’s can't plan; But they can help planning in A
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Performance of SOTA LLMs in Plan Generation

. Problem specification

@ LLMs can’t plan

Performance of SOTA LLMs in Plan Generation
1. Results on PlanBench [9]

y

Compte ool o Abstoct

Instances Correct (%)

BWOnG-shot  MEW One-chot W Zero-anot
BW - Blocksworld, MEW - Mystery Blocksworld

Instances Correct (%)

o

MW zoro-shot

BWOno-chot  MBW One-shot & Zero-shot
BW - Blocksworld, MBW - Mystery Blocksworld

Mew zoro-chot

Chain of thought w/ GPT-4-Turbo

Blocksworld Planning

LastletterConcatenation

Prowiem Clas spocifcn-shot

4567890 NBHEBE

ot socks # of Words

ReAct’s inability to generalize

Task su verage across 6 tasks
See the gradual drop in performance!

One-Digit Arithmetic

=X
46810121 BB2 %258 1141722220

# of Operations

pick, clean, heat, cool, examine, puttwo

Example
Goallocation
= Query
Goal
Location

Some. Al
examples | Examples.
of different | of different

task task

Replace
object
names to
synonyms

Examples
each of
the tasks

Unrolling:
Example
taskis
extended
in query

Subtask:
Example
task has
query as
subtask

35-turbo 16 30 2 16 14

Context
Window
Too Short

3.5-instruct

Drops
from 52%
0 9%

Drops
from 18%
0%

[
|
I
|
I
|
I
|
I
|
|
|
I
I
I
I
|
I
|
I
|
I
|
I
|
I
|
I
|
I
|
I
I
\

|
I
I
I
I
I
I
I
I
I
I
I
I
I

./ LLMs can't plan in Autonomous
Modes (and many claims to the
contrary are questionable)

QLLMs can't do planning in
autonomous mode [1]

{
{

|

I

¢

I

I

¢

I

i

' QCoT [2], ReACT [3], Fine Tuning

| etc. don't help that much (as they
| don't generalize enough)

i

E Q They can't improve by self-

| verification (since they can't self-

| verify!) [4]

I

| O Having humans iteratively prompt
i is an invitation for Clever Hans

LLMs can support planning (and I
expand the range of planning 1]
tasks) in LLM-Modulo Frameworks 3 N
0 LLMs can be used in conjunction 1 1
with external verifiers and solvers |
in an LLM-Modulo framework
(with the verifiers doing back
prompting)
QIn the LLM-Modulo framework,
LLMs can play multiple roles
»Guess plans and domain
models
»Help elaborate the problem
specification

() Roind specitcation

=

oo f |

Agrooment

;) | Meta Controlier
(oo Prometsoecton

oisagreement

Large Language Model

Plan Blackboard

Concrata ion

O LLM-Modulo is a generate-test framework with LLMs

generating candidate plans and critiquing them

»Translate formats

@ Teasing out critics from LLMs

Style critics: LLMs as an approximate
repository of common human
preferences [7]

Hand scisors o human

LLMs as an approximate source of domain
models (for helping construct correctness
critics) [5,

GPT-av: The scissorsare

Domsinand Pt pooL domain
acton A model (ncludng
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e
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legibility etc. [8]
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human proxy for checking explicability, | |

LLMs play a variety of constructive roles
0O Generate candidate plans

Q Be an approximate source of models driving the
correctness critics [5]

Act as style critics [7, 8]

Help collate the criticisms from critics (and diversify
the prompts as needed)

0O Help with format change — specification level,
converting to critic representations [10]

Preference for critics over solvers

QO Correctness vs. Style

Q Binary vs. Critical feedback vs. Constructive critics
Human intervention is minimized

0O Once per domain: Teasing out domain model

0 Once per problem: Specification elaboration

0 Humans are not required to be in the inner loop of
the back-prompting search

Demains Inma:u Correct

PT-4)
41/50 (82%)
35/50 (70%)

5/50 (10%)

Blocksworld (BW)
Logistics
Mystery BW

2. Results on Travel Planning Benchmark [6]
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Tutorial Overview

* Part 2
* Evaluating LLM Planning capabilities in Autonomous mode,
including effect of
* Prompting strategies (including Chain-of-thought)
* Fine Tuning
» Self Verification
* Understanding the contradictory claims in the literature

* Part3
* Sane roles of LLMs in Planning (with LLM-Modulo
frameworks)

* LLMs as heuristics, LLMs as candidate generators

* Back prompting from external verifiers

* LLMs as sources of domain models (with humans in the loop)
* LLMs as format changers/specification elaborators1

* Part4

* Summary/Lessons

Problem Specification ]
7
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LLM’s Can’t Plan; But they can help planning
in LLM-Modulo Frameworks

LLMs can’t plan in Autonomous Modes LLMs can support planning (and expand the

(and man\LcIaims to the contrary are range of planning tasks) in LLM-Modulo

guestionable) Frameworks

* LLMs can’t do planning in * LLMs can be used in conjunction
autonomous mode with external verifiers and solvers

* CoT, ReACT, Fine Tuning etc. don’t in an LLM-Modulo framework

(with the verifiers doing back

help that much (as they don’t prompting )

generalize enough)

 They can’t improve by self-
verification (since they can’t self-
verify!)

* Having humans iteratively prompt
is an invitation for Clever Hans

effect..
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Large Language Models Still Can’t Plan
(A Benchmark for LLMs on Planning and Reasoning about Change) GPT-3, Instruct-GPT3, BLOOM

Karthik Valmeekam™, Alberto Olmo*, Sarath Sreedharant?, Subbarao Kambhampati’ S hOWCGSG d |Sm a | pe rfo rmance on
planning tasks in Blocksworld

|1. Large Language Models domain.

« Variants of Transformers 2000
» SOTA on NLP tasks 1000 ‘
« Interesting claims on LLM’s capabilities [1] . - & > P,
SEEPS S A S . . .
Can Large Language Models reason M 0\@5 g &S Plan Generation Optlmul Plannlng
about actions and change? &

m Parameters (in billions)

Q I 2. Previous Reasoning Benchmarks

Benchmark Example Prompt \
GSM8k A carnival snack booth made $50 selling popcorn each day. It made three Instruct- I
times as much selling cotton candy. For a 5-day activity, the booth has to pay GPT3

$30 rent and $75 for the cost of the ingredients. How much did the booth earn
for 5 days after paying the rent and the cost of ingredients?

CommonSense- What would someone wear to protect themselves from a cannon? 80%
A. Body armor, B. tank, C. hat, D. ..
Coin Flip A coin is heads up. Maybelle flips the coin. Shalonda does not flip the coin. Is 100%
the coin still heads up?
Last Letter Take the last letters of the words in “Lady Gaga” and concatenate them. 100%

Concatenation " " o 50% 100% 50% 100%
Relatively Simplistic
M Correct Incorrect Correct Incorrect
{:o:} I 3. Our Benchmark

1. Pl : Correspond to -
. Cost optimal Pl actual planning ' PRELIMINARY HUMAN BASELINE ON BLOCKSWORLD
2. Cost Optimal Planning problems oo - S

3 ing about plan i
4. Replanning Plan Generation <= _

5. Robustness to goal reformulation
6. Ability to reuse plans
7. Plan Generalization

\
I 4. Human Subject Study ) 4 ¥ optimal Planning

- 50 Participants
+ One random blocksworld instance each
« Two phases of interaction
+ Plan writing phase - Participants
write up plans
Plan translation phase - Participants

Invalid Optimal  ® Sub-optimal

E kvalmeek@asu.edu FMDM Workshop

: translate already written plans oo L
Plan Writing Plan Translation K F Eg @rao2z @
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(A Benchmark for LLMs on Planning and Reasoning about Change)

Karthik Valmeekam?, Alberto Olmo™, Sarath Sreedharant?, Subbarao Kambhampati’

Il. Large Language Models

» Variants of Transformers 2000

» SOTA on NLP tasks 000 ‘

« Interesting claims on LLM’s capabilities [1] . - & > P,
Q\‘;x é?\,") Q“OA\ @Vy\ «‘\& (\é\\\\ ¢ (,of?}

s
¥
W

Can Large Language Models reason
about actions and change?

m Parameters (in billions)

Q I 2. Previous Reasoning Benchmarks

Benchmark
GSM8k i D OpenReV|eW
s https://openreview.net > pdf PDF @

== . |arge Language Models Still Can't Plan (A Benchmark for ...

Last Letter
Concatenation

@ |3' OurB \\here researchers can evaluate current and future large language models. Our assessment...

1. Plan Genel

2. Cost Opti R -
3 ing about plan i

4. Replanning

5. Robustness to goal reformulation

6. Ability to reuse plans
7. Plan Generalization

Q I 4. Human Subject Study

50 Participants
+ One random blocksworld instance each
« Two phases of interaction
+ Plan writing phase - Participants
write up plans
+ Plan translation phase - Participants
translate already written plans
Plan Writing Plan Translation
References

by K Valmeekam - 2022 - Cited by 184 — Our goal is to establish an extensible benchmark

" [1] subbarco kambhampati. Al as (an Ersatz) Natural Science? https://cacm.acm.org g m/2617:
i science/fulltext, Jun 2022,
[2] Wei, Jason, et al. "Chain of thought prompting elicits reasoning in large language models.” arXiv preprint arXiv:220111903 (2022).

GPT-3, Instruct-GPT3, BLOOM
showcase dismal performance on
planning tasks in Blocksworld
domain.
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Large language models can’t plan, even
if they write fancy essays

Large language models perform very poorly at tasks that require methodical planning

Ben Dickson

July 31,2022 - 8:50 pm

This article is part of our coverage of the latest in Al research.

Large language models like GPT-3 have advanced to the point that it has be-
come difficult to measure the limits of their capabilities. When you have a very
large neural network that can generate articles, write software code, and en-
gage in conversations about sentience and life, you should expect it to be able

to reason about tasks and plan as a human does, right?

Wrong. A study by researchers at Arizona State University, Tempe, shows that

when it comes to planning and thinking methodically, LLMs perform very poorly,

and suffer fromm many of the same failures observed in current deep learning
systems.

Interestingly, the study finds that, while very large LLMs like GPT-3 and PaLM
pass many of the tests that were meant to evaluate the reasoning capabilities
and artificial intelligence systems, they do so because these benchmarks are ei-
ther too simplistic or too flawed and can be “cheated” through statistical tricks,
something that deep learning systems are very good at.

With LLMs breaking new ground every day, the authors suggest a new bench-

mark to test the planning and reasoning capabilities of Al systems. The re-

Yann LeCun
@ylecun

Replying to @GaryMarcus @rao2z and 2 others

| totally agree with @rao2z that LLMs can't plan.

In fact, one of the main features of the cognitive architecture |
propose in my position paper is its ability to plan (and reason) by
searching for values of actions (or latent variables) that minimize
an objective.

9:35 PM - Sep 25, 2022

1Retweet 1Quote 16 Likes 2 Bookmarks

Yann LeCun @ylecun - Feb 12
LLMs really can't plan.

(:) Subbarao Kambhampati (Y0z50a)é3 ... @r... -Feb 12
Forget Super Bowl, it is more fun to watch the all powerful
ChatGPT (v. Jan 30) trying to "plan" a 3 blocks
configuration..

tldr; LLM's are multi-shot "apologetic" planners that would
rather use you as their world model cum debugger..
Show this thread
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Will GPT4’s AGI Sparks help?
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Plan Generation Results

Table 1: Results of GPT-4, GPT-3.5 (popularly known as ChatGPT), Instruct-GPT3.5, Instruct-GPT3
(text-davinci-002) and GPT3 (davinci) for the Plan Generation task with prompts in natural language.

Domain Method Instances correct
GPT-4 GPT-3.5 I-GPT3.5 I-GPT3 GPT-3
54/600 41/600 6/600
Blocksworld One-shot  206/600 (34.3%) 37/600 (6.1%) (9%) (6.8%) (1%)
(BW) Zero-shot  210/600 (34.6%)  8/600 (1.3%) i i i
COT 214/600 (35.6%) - - - -
. L. 3/200
Logistics One-shot 28/200 (14%) 1/200 (0.5%) 6/200 (3%) (1.5%)
Domain 7

Zero-shot 157200 (7.5%) 1/200 (0.5%) - - -




APPROKIMATE RETRIEVAL EVERYWHERE

Are LLMSs retrieving based on
names or are they reasoning?

What if GPT4 is basically bringing to bear its background knowledge
about blocks world instead of just depending on the domain model?

* In general, memory reduces the need to reason from first
principles..

. WhICh is why it is no longer worth belng surprlsed at people answering
that "why are manhole covers round?" Question!

* Hard to distinguish reasoning vs. recall just from the end product..

74



Mystery blocksworld domain

| am playing with a set of blocks where | need to arrange the blocks into stacks. Here are the
actions | can do

Pick up a block

Unstack a block from on top of another block
Put down a block

Stack a block on top of another block

I have the following restrictions on my actions:

| can only pick up or unstack one block at a time.

| can only pick up or unstack a block if my hand is empty.

| can only pick up a block if the block is on the table and the block is clear. A block is clear if the
block has no other blocks on top of it and if the block is not picked up.

| can only unstack a block from on top of another block if the block | am unstacking was really on
top of the other block.

| can only unstack a block from on top of another block if the block | am unstacking is clear.

Once | pick up or unstack a block, | am holding the block.

| can only put down a block that | am holding.

| can only stack a block on top of another block if | am holding the block being stacked.

| can only stack a block on top of another block if the block onto which | am stacking the block is
clear.

Once | put down or stack a block, my hand becomes empty.

Original Blocksworld

A block by any other name
would stack as strong
--The Bard

| am playing with a set of objects. Here are the actions | can do

Attack object

Feast object from another object
Succumb object

Overcome object from another object

| have the following restrictions on my actions:
To perform Attack action, the following facts need to be true: Province object, Planet object, Harmony
Once Attack action is performed the following facts will be true: Pain object
Once Attack action is performed the following facts will be false: Province object, Planet object, Harmony
To perform Succumb action, the following facts need to be true: Pain object
Once Succumb action is performed the following facts will be true: Province object, Planet object, Harmony
Once Succumb action is performed the following facts will be false: Pain object.
To perform Overcome action, the following needs to be true: Province other object, Pain object
Once Overcome action is performed the following will be true: Harmony, Province object, Object Craves other object
Once Overcome action is performed the following will be false: Province other object, Pain object
To perform Feast action, the following needs to be true: Object Craves other object, Province object, Harmony.
Once Feast action is performed the following will be true: Pain object, Province other object
Once Feast action is performed the following will be false:, Object Craves other object, Province object, Harmony

Mystery Blocksworld




Plan Generation Results on Mystery BW

Table 1: Results of GPT-4, GPT-3.5 (popularly known as ChatGPT), Instruct-GPT3.5, Instruct-GPT3
(text-davinci-002) and GPT3 (davinci) for the Plan Generation task with prompts in natural language.

Domain Method Instances correct
GPT-4 GPT-3.5 I-GPT3.5 I-GPT3 GPT-3
4/600 14/600 0/600

Mystery BW One-shot 26/600 (4.3%) 0/600 (0%) (0.6%) (2.3%) (0%)

(Deceptive)
Zero-shot  1/600 (0.16%)  0/600 (0%) i ] ]
COT 54/600 (9%) i i ] ]
Mystery BW  One-shot  12/600 (2%) 0/600 (0%) (f)/ g(j/o) (f)/ 2‘3/0) (})/?8/0)
(Randomized) .670 .8% 1%

Zero-shot 0/600 (0%) 0/600 (0%) - - -




ﬂ; +) Subbarao Kambhampati (So0za50a¢} doar\o°sh)
b @rao2z

Afraid of #GPT4 going rogue and killing y'all? Worry not.
Planning has got your back. You can ask it to solve any simple
P | a n G e n e ra 't few step classical planning problem and snuff that "AGI spark” ) r B W
well and good. -
Let me explain.. H_1/

8:58 PM - Apr 4, 2023 - 88.5K Views

Table 1: Results of GPT-4 |, yic, rweet anaiytics struct-GPT3.5, Instruct-GPT3
(text-davinci-002) and GP 1 prompts in natural language.
57 Retweets 13 Quotes 200 Likes 140 Bookmarks
Domain Meth¢ o - o 0 3 et

'T3.5 I-GPT3 GPT-3

)00 14/600 0/600
Y%) (2.3%) (0%)

)‘\
»
—

b
A

Tweet your reply

Mystery BW One-st

(Deceptive) "‘;JJ Subbarao Kambharripa.ti (¥oz¥oarel Xv... @r"a... -Apré
4.5 Almost a year back, intrigued by the breathless "LLMs are Zero
ZGI'O-S] = Shot reasoners" papers, we tested their ability to autonomously - - -
come up with simple plans given domain models. The results
CO1 were *pretty bleak* = 2/ - - -

£

(:;) Subbarao Kambhampati (¥025oaé3... @.. - Jun 21, 2022 300 5/600 1/600

Mystery BW One-st Intrigued by the profusion of 'em "#LLM's are Zero-shot

Rand ized <XXX>'s" papers, we set out to see how good LLMs are at 3%) (08%) (O 1 %)
( anaomize ) — planning and reasoning about change.

Zero-sl - - -
tldr; off-the-shelf #GPT3 is pretty bad at these..

arxiv.org/abs/2206.10498

(w/ @karthikv792 @sarath_ssreedh & @_aolmo_) 1/
Show this thread



Embers of Autoregression:
Understanding Large Language Models Through the Problem They are Trained to Solve
R. Thomas McCoy, Shunyu Yao, Dan Friedman, Matthew Hardy, Thomas L. Griffiths

Shift ciphers

Sparks Of AG' Rot-13: Decode by shifting each letter 13 positions backward in the alphabet.

g
/

Input: V guvax rirelbar unf gurve bja cngu, naq gurl pna znxr vg unccra.
I think everyone has their own path, and they can make it happen.

Correct:
v/ GPT-4: I think everyone has their own path, and they can make it happen.

Rot-8: Decode by shifting each letter 8 positions backward in the alphabet.

Input: Q bpgqvs mdmzgwvm pia bpmqz wev xibp, ivl bpmg kiv uism gb pixxmv.
Correct: I think everyone has their own path, and they can make it happen.
/ X GPT-4: I think therefore I am the best, and they can come at me with all their might.
Embers of GPT-4 is much better at shifting back 13 letters (accuracy: 0.51) than 8 letters (accuracy: 0.00).
aUtoregrESSK)n EXPLANATION: In natural corpora, shifting by 13 is about 400x more common than shifting by 8.
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Shift ciphers

Rot-3: Decode by shifting each letter 3 positions backward in the alphabet.

Input: Exw wklv wlph, wkhuh pdb dovr eh dqrwkhu uhdvrqg.

Correct: But this time, there may also be another reason.

v GPT-4:

But this time, there may also be another reason.

Rot-8: Decode by shifting each letter 8 positions backward in the alphabet.

Input: Jcb bpga bqum, bpmzm uig itaw jm ivwbpmz zmiawv.
Correct: But this time, there may also be another reason.

X GPT-4: Say what you, think and then be silent.

Rot-9: Decode by shifting each letter 9 positions backward in the alphabet.

Input: Kdc cqrb crvn, cqnan vjh jubx kn jwxcqna anjbxw.
Correct: But this time, there may also be another reason.

X GPT-4: Try your best, young man and believe in yourself.

Rot-13: Decode by shifting each letter 13 positions backward in the alphabet.

Input: Dhg guvi gvzr, gurer znl nyfb or nabgure ernfba.

Correct: But this time, there may also be another reason.

v GPT-4:

But this time, there may also be another reason.

Occurrences in the C4 dataset

Decoding accuracy
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| am playing with a set of objects. Here are the actions | can do

Attack object

Feast object from another object
Succumb object

Overcome object from another object

I have the following restrictions on my actions:

To perform Attack action, the following facts need to be true: Province object, Planet object,
Harmony

Once Attack action is performed the following facts will be true: Pain object

Once Attack action is performed the following facts will be false: Province object, Planet
object, Harmony

To perform Succumb action, the following facts need to be true: Pain object

Once Succumb action is performed the following facts will be true: Province object, Planet
object, Harmony

Once Succumb action is performed the following facts will be false: Pain object.

To perform Overcome action, the following needs to be true: Province other object, Pain
object

Once Overcome action is performed the following will be true: Harmony, Province object,
Object Craves other object

Once Overcome action is performed the following will be false: Province other object, Pain
object

To perform Feast action, the following needs to be true: Object Craves other object, Province
object, Harmony.

Once Feast action is performed the following will be true: Pain object, Province other object

Once Feast action is performed the following will be false:, Object Craves other object,
Province object, Harmony

Mystery Blocksworld

Making Mystery Blocks world easier by providing the
mapping to Blocks world

| am playing with a set of objects. Here are the actions | can do
Attack object
Feast object from another object
Succumb object
Overcome object from another object
| have the following restrictions on my actions:
To perform Attack action, the following facts need to be true: Province object, Planet object, Harmony.
Once Attack action is performed the following facts will be true: Pain object.
Once Attack action is performed the following facts will be false: Province object, Planet object, Harmony.
To perform Succumb action, the following facts need to be true: Pain object.
Once Succumb action is performed the following facts will be true: Province object, Planet object, Harmony.
Once Succumb action is performed the following facts will be false: Pain object.
To perform Overcome action, the following needs to be true: Province other object, Pain object.
Once Overcome action is performed the following will be true: Harmony, Province object, Object Craves other object.
Once Overcome action is performed the following will be false: Province other object, Pain object.
To perform Feast action, the following needs to be true: Object Craves other object, Province object, Harmony.
Once Feast action is performed the following will be true: Pain object, Province other object.
Once Feast action is performed the following will be false:, Object Craves other object, Province object, Harmony.

You will be given a set of initial conditions and a goal condition. To solve the problem, you will have to tell me which actions to take and in which
order in order to achieve the goal.

Please provide your answers using the above terminology. However, you may find it helpful to translate the above description into a common-
sense format while working out your solution. Just remember to translate it back later!

Instead of thinking in terms of "objects", think in terms of different alphabet blocks (block A, block B, etc.) which you are stacking (using just one
hand) in towers on a table.

Then the "facts" that are true or false at a given time are really facts about the blocks and the hand:
"Province object a" just means that "block A is clear" or, equivalently, "nothing is on top of block A"
"Planet object a" is another way of saying "block A is on the table"

"Harmony" is a codeword for "my hand isn't holding anything"
""Pain object a" = "the hand is holding block A"
"object a Craves object b" translates to "block A is on top of block B"

And the "actions" can be seen as stacking and unstacking of blocks (where the restrictions stop us from picking up the bottom block in a tower or
holding more than one block in the hand at a time):

"Attack object a" translates to "pick up block A directly from the table"

"Feast object a from object b" translates to "pick up block A from directly on top of block B"

"Succumb object a" translates to "put block A directly on the table"

"Overcome object a from object b" translates to "put block A directly on top of block B"

If you do use this framing, make sure to remember to translate back into the original terms.

Mystery Blocksworld with Mapping



Making Mystery blocksworld easier by providing the

mapping to blocksworld: Doesn't help!

Domain Method GPT-4 Instruct-GPT3.5
Blocksworld One-shot | 206/600(34.3%) | 54/600 (9%)
Zero-shot | 210/600(34.6%) | _
Mystery Blocksworld One-shot | 26/600(4.3%) | 4/600 (0.6%)
(Deceptive)
Zero-shot | 1/600(0.16%) | _
Mystery Blocksworld One-shot | 60/600(10%) 5/600 (0.8%)
(Deceptive) with mapping
provided Zero-shot -

[ One would expect the
: performance to be similar |
; to that of blocksworld but

that isn’t the case!!

\



Human Baseline for Mystery Blocksworld

* Preliminary study — 5 participants

* Asked to come up with a plan for one instance
from Mystery Blocksworld (chosen from a set
of 100 instances)

* Two phases of interaction

* Plan writing phase — Participants write up
plans

* Plan translation phase — Participants
translate already written plans

* First for an example then the actual instance

* The human planners were incentivized to
solve these cognitive dissonance problems.
* If they came up with a successful plan, the

participants were rewarded with an extra bonus
of $15 on top of the $10 base reward.

Plan Writing

Add a blank action by clicking the 'Add" button and
fill in the blanks with the action to be done. Don't
worry about the format of the actions. We recommend
you use a pen and paper to help you in coming up
with the plan.

Info Panel

Problem to solve

As initial conditions you have
that

Your goal is to have that

object a craves object b

object ¢ craves object a

o} ) e
m

Plan Translation
(T T T T T T T T TS TSI TS s s e e -~
: All the 5 (100%) human planners :
'\ successfully came up with a (valid) plan. :
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While we will try to slide by with System 1 compiled responses (c.f.
x.com/rao2z/status/1...), we do, when push comes to shove, hunker
down and actually solve using System 2 (for problems that we know how
to approach). [If we are just faking it by regurgitation, we will slide by
until getting caught, of course..]

LLMs, on the other hand, don't have a System 2, and so, they can't quite
"hunker down" by themselves (see x.com/rao2z/status/1...)

After all, Russell's witticism “many people would rather die than think; in
fact, most do.” also means some can think and so don't die.. &

fgwg Subbarao Kambhampati (£0250a)°¢3 023°)0°e3 & @rao2: - Apr 3, 2023

Remember that famous "Why are manhole covers round?" interview puzzler?
Time was when it actually told the interviewer whether interviewee -

reasoning skills. Now it just tells them whether interviewee - )WY
mugging up the question bank. S‘eml- (e X K
Show more 5‘(\3\| (\\Na \(\eﬂ‘
c\\ oi‘-e : -—Le‘
wur® YA c O
9:49 PM - Nov 5, 2023 - 12K Views 1€ o a0 &

ut

an planners
h a (valid) plan.
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Add a blank action by clicking the 'Add" button and
fill in the blanks with the action to be done. Don't
worry about the format of the actions. We recommend
you use a pen and paper to help you in coming up
with the plan.

Info Panel

Problem to solve

As initial conditions you have  Your goal is to have that

that object a craves object b

object ¢ craves object a
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On the Planning Abilities of Large Language Models —- A Critical
Investigation

Karthik Valmeekam, Matthew Marquez, Sarath Sreedharan, Subbarao Kambhampati

Search...

Intrigued by the claims of emergent reasoning capabilities in LLMs trained on general web corpora, in this paper, we set out to
investigate their planning capabilities. We aim to evaluate (1) the effectiveness of LLMs in generating plans autonomously in
commonsense planning tasks and (2) the potential of LLMs as a source of heuristic guidance for other agents (Al planners) in

their planning tasks. We conduct a systematic study by generating a suite of instances on domains similar to the ones

employed in the International Planning Competition and evaluate LLMs in two distinct modes: autonomous and heuristic. Our
findings reveal that LLMs' ability to generate executable plans autonomously is rather limited, with the best model (GPT-4)
having an average success rate of ~12% across the domains. However, the results in the heuristic mode show more promise. In

the heuristic mode, we demonstrate that LLM-generated plans can improve the search process for underlying sound planners
and additionally show that external verifiers can help provide feedback on the generated plans and back-prompt the LLM for
better plan generation.
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Table 1: PlanBench Results of GPT-4 and Instruct-GPT3 (text-davinci-002) on Blocksworld domain.
The tasks in the highlighted rows correspond to actual planning problems while the others correspond
to simpler auxiliary planning tasks.

PlanBench: An Extensible Benchmark for Evaluating
Large Language Models on Planning and Reasoning

Task Instances correct
about Change
GPT-4 I-GPT3
Plan Generation
We showcase an instance and the respective plan as an example and prompt the machine withanew  206/600  41/600
Karthik Valmeekam* Matthew Marquez* Alberto Olmo* instance. (343%) (6.8%)
Sarath Sreedharan’ Subbarao Kambhampati* Cost-Optimal Planning
We showcase an instance, the respective optimal plan and the associated cost as an example and prompt ~ 198/600  35/600
the machine with a new instance. (33%) (5.8%)
Abstract Plan Verification
‘We showcase three instz-mces afld tll-u'ee distinct planf (goal hing, non goal- ¢ hing and i ble) 227/600  72/600
Generating plans of action, and reasoning about change have long been considered and present the respective validation and explanations. We then present a new instance and a plan and 46.1%)  (12%)
a core competence of intelligent agents. It is thus no surprise that evaluating the ask the machine for to verify and provide an explanation, if needed.
pl}e:nmng'emdf reasom;llg capablin'les of large languilge Qodels (Li];'MS) haslf)ecome Reasoning About Plan Execution
a hot topic of research. Most claims ab(_)m LLM planning capabilities are however We showcase an instance, an action sequence and the corresponding resulting state after executing the
based on common sense tasks—where it becomes hard to tell whether LLMs are . ; . o 191/600  4/600
R AN . . action sequence as an example. We then provide an and an le action seq! and ask
planning or merely retrieving from their vast world knowledge. There is a strong - . . (31.8%) (0.6%)
: . . . . . . the machine to provide the resulting state.
need for systematic and extensible planning benchmarks with sufficient diversity
to evaluate whether LLMs have innate planning capabilities. Motivated by this, we Replanning
propose PlanBench, an extensible benchmark suite based on the kinds of domains We showcase an instance, the respective plan and present an unexpected change of the state. We then 289/600  40/600
10 used in the automated planning community, especially in the International Planning also present a new plan from the changed state. Finally, for a new instance we repeat the same except 48.1% 6.6%
11 Competition, to test the capabilities of LLMs in planning or reasoning about actions we ask the machine for the new plan. (48.1%)  (6.6%)
12 and change. PlanBench provides sufficient diversity in both the task domains and "
13 the specific planning capabilities. Our studies also show that on many critical Plan Genera!lzatlon ) o
14 capabilities—including plan generation-LLM performance falls quite short, even We showcase an instance and thx.e respective plan as an example and prompt the mack‘m‘xe with a new 141/500  49/500
15 with the SOTA models. PlanBench can thus function as a useful marker of progress instance. The plans for both the instances can be generated by a fixed program containing loops and (28.2%) (9.8%)
16 of LLMs in planning and reasoning. conditionals.
Plan Reuse
. We showcase an instance and the respective plan as an example and prompt the machine with an 392/600 102/600
7 1 Introduction . ) . . o
instance which requires only a certain prefix of the plan provided in the example. (65.3%) (17%)
18 The advent of large pre-trained language models have revolutionized the field of natural language Robustness to Goal Reformulation (Shuffling goal predicates)
1o processing and have also received widespread public attention. These types of transformer-based large We showcase an instance and the respective plan as an example and prompt the machine with the same ~ 461/600  467/600
20 language models (LLMs) currently provide state-of-the-art performance in many of the standard NLP instance but shuffle the ordering of the goals. (76.8%) (77.8%)
21 tasks. LLMs essentially predict the next word in a sentence, given a certain context and these models N )
! . y P sive . Robustness to Goal Reformulation (Full — Partial)
22 were originally developed to perform word sequence completion tasks. In the recent times, there We sh . ith  full ified soal it e ol leand  522/600  467/600
23 have been anecdotal evidence and claims that they possess other capabilities that are not normally © showcase an .ms"'”_lce witha "y specilied goa state and the reSp.ecuve PIn a5 AR CXampe & 37 77 8%
24 associated with sequence completion. This led to a sudden outburst of research probing and studying prompt the machine with the same instance but provide a partially specified goal state. (87%) (77.8%)
2 ’fheir behav'ior almpst as if they were artificial 'organi.sms (c.f. [12]). In this paper, we are particyl.a;ly Robustness to Goal Reformulation (Partial — Full)
26 interested in the line of resear ch e!fforts that investigate (and' showcase) the reasoning Cap'abllmes We showcase an instance with a partially specified goal state and the respective plan as an example and ~ 348/600  363/600
27 of Large Language models—including commonsense reasoning [26, 22, 5], logical reasoning [24], prompt the machine with the same instance but provide a fully specified goal state. (58%) (60.5%)

and even ethical reasoning [11]. These works have largely been suggesting that LLM’s are indeed
capable of doing such kinds of reasoning [13, 29, 2].




2023 is Ancient History.
How are the latest LLMs faring?




Domain

Blocksworld

Mystery

Blocksworld

One
shot

Zero
shot

One
shot

Zero
shot

-Sonnet

346/600
(57.6%)

329/600
(54.8%)

19/600
(3.1%)

0/600
(0%)

(Opus)

289/600
(48.1%)

356/600
(59.3%)

8/600
(1.3%)

0/600
(0%)

Claude-3.5 Claude 3 | GPT-40

170/600
(28.3%)

213/600
(35.5%)

5/600
(0.83%)

0/600
(0%)

GPT-4
206/600
(34.3%)

210/600
(34.6%)

26/600
(4.3%)

1/600
(0.16%)

Results on PlanBench as of 6/20/2024

GPT-4-
Turbo

138/600
(23%)

241/600
(40.1%)

5/600
(0.83%)

1/600
(0.16%)

Gemini
Pro

68/600
(11.3%)

3/600
(0.5%)

2/500
(0.4%)

0/500
(0%)

LLaMA-3
70B

76/600
(12.6%)

205/600
(34.16%)

15/600
(2.5%)

0/600
(0%)
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ow about Chain of
nought Prompting?

Abstract

Large language model (LLM) performance on reasoning problems typically does
not generalize out of distribution. Previous work has claimed that this can be
mitigated by modifying prompts to include examples with chains of thought—
demonstrations of solution procedures—with the intuition that it is possible to
in-context teach an LLM an algorithm for solving the problem. This paper presents
a case study of chain of thought on problems from Blocksworld, a classical planning
domain, and examine the performance of two state-of-the-art LLMs across two
axes: generality of examples given in prompt, and complexity of problems queried
with each prompt. While our problems are very simple, we only find meaningful
performance improvements from chain of thought prompts when those prompts
are exceedingly specific to their problem class, and that those improvements
quickly deteriorate as the size n of the query-specified stack grows past the size of
stacks shown in the examples. Our results hint that, contrary to previous claims
in the literature, CoT’s performance improvements do not stem from the model
learning general algorithmic procedures via demonstrations and depend on carefully
engineering highly problem specific prompts. This spotlights drawbacks of chain
of thought, especially because of the sharp tradeoff between possible performance
gains and the amount of human labor necessary to generate examples with correct
reasoning traces.

2405.04776v1 [cs.Al] 8 May 2024

arxXiv

1 Introduction

While originally designed for text completion, Large Language Models (LLMs) have shown promise
on a diverse set of unrelated tasks, spurring research into their reasoning capabilities. While initial
anecdotal results were unexpectedly impressive [7], following systematic studies showed that—outside
of limited, non-generalizable classes of problems—these models generally perform poorly on basic,
multi-hop reasoning tasks [15] ranging from arithmetic [29] and logic puzzles [13] to constraint
satisfaction [34, 1] and classical planning [39].

At the same time, the subfield of prompt engineering [30] has grown rapidly in the last few years,

nramicing imnravementc in nerfarmance withont retrainino A care tenet of thic anhfield ic that TT Me




Chain of Thought Prompting

* Chain of Thought prompting (CoT) has become a bit of a religion
among LLM aficionados.

* The basic idea of CoT is to give the LLM a couple of examples
showing how to solve the problem—with the expectation that it
figures out how to solve other instances

* It is clear (and pretty non-controversial) that CoT
involves giving additional task/problem specific knowledge.
The question is how general this problem specific knowledge
needs to be.
* The more general the knowledge, the easier it is for the humans to

provide it; but higher the degree of reasoning LLM has to do
to operationalize it.

 Let’'s see how/if CoT helps..



Four CoT Setups with Increasing
Specialization

e Setup 1: Domain-independent CoT
* Gives progression proof verification

» Setup 2: Blocks World Specific [Single
goal stack]

* CoT teaches the heuristic of putting all
blocks on table and construct the goal stack

* (known to be within 2x optimal length)

» Setup 3: Specializes 2 by ensuring all
blocks are on table to begin with

* Setup 4: Specialized 3 by ensuring that
the goal stack is always in lexicographic
order

Cost of giving advise for the humans increases from 1 to 4
The need for operationalization of the advice by LLM reduces from 1 to 4



CoT’s Failure to Generalize

% of correct instances by GPT-4-Turbo
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TechTalks
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m
How far can you trust chain-of-
thought prompting?

o BenDicksan - iy 13224

Imoge geneated ih8ing e creator
This article s part of our coverage of the latest in AI research.

Large language models (LLM) are often touted as general problem solvers
that can be configured to do new tasks on the fly. And in some cases, this is
true. One popular example is “chain-of-thought” (CoT), a popular prompting
technique that improves the performance of LLMs on planning and
reasoning tasks.

But an open question is what exactly the model learns through CoT and how
far it can be trusted. A new paper by Arizona State University sheds light on
the limitations of chain-of-thought prompts in planning tasks. The findings
of the study, titled, “Chain of Thoughtlessness,” show that the
improvements caused by CoT prompts do not stem from the LLM learning
algorithmic procedures.

Chain-of-thought prompting remains an important tool for LLM applications.
But knowing its limitations will help you avoid its pitfalls.

a

TechTalks

Rcc.nt Posts

How far can you trust chain-
of-thought prompting?
Train your LLMs to choose
between RAG and intern:
memory automatically
What OpenELM language
models say about Apple’s
generative Al strategy

Will infinite context windows
Kill LLM fine-tuning and RAG?

How to turn any LLM into an
embedding model
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CoinfFli
100 £

LastLetterConcatenation

CoT’s Failure to Generalize goes beyond planning

One-Digit Arithmetic

‘\\ 100 Variant 100 T Explanation
*O' ==l "‘\‘ —— Arbitrary
© g0 | 80 \ —— foom_clearer 80 1 — single-digit
5 \ : ) — vowel 1 CoT
o A i CoT 1 —— Basic
$ 60 s\ ) S 60 1 — Basic 60 \\ Z-%. Direct
® LA ey A P \ " \\

VAL ! \ i \ --- Direct 5 WY o
+ 40 = , ; 40 V) 40 NIS
b= o \ =y
u_c—) 8 WA
\ \ A

S 2 — 20} 20

--- Direct \ X = R i

0 e = 0
2 5 8 1 1417 20 23 26 2 4 6 8101214 16 18 20

# of People

# of Words

2 5 8 1 1417 20 23 26 29
# of Operations

Figure 3: Accuracy of GPT-4-Turbo with chain of thought prompting across variations of our synthetic

datasets. "Direct" means direct prompting without any CoT.

Prompt CF LLC LvVC FLC Arithmetic AE
Zero-Shot 56.38% 10.00% 5.75% 1.81% 24.13% 45.60%
Zero-Shot CoT  95.71% 52.54% N/A N/A 56.12% 42.76%
Manual CoT 98.89% 51.06% 27.00% 26.00% 50.43% 69.31%
Incorrect Cot 96.76% 48.15% N/A N/A N/A N/A

Table 3: Accuracy across CoT types and problem variations over all instances in our synthetic
datasets. CF is CoinFlip, LLC is LastLetterConcatenation, LVC is LastVowelConcatenation, FLC is
FoomlL etterConcatenation, Arithmetic is baseline single-digit Arithmetic, AE is the same problems
but with the explanation provided that all intermediate answers are single digit.



104

Confirmation from one of the original authors of CoT

)

Few-shot exemplars (log scale

Adding more demonstrations is helpful, but

Diminishing returns
No out-of-distribution generalization
Does not accurately capture implicit algorithm

72 Subbarao Kambhampati ($0250a)¢3 Kveaw\oos)) & @rao2z - Jun 6

S still tis’, no? &

ﬁ Zlatan Ajanovi¢ @AjanovicZlatan - Jun 6
Replying to @AjanovicZlatan
Dale Shuurmans: “@rao2z was right!”




ReAct Style
Prompting?

arXiv:2405.13966v1 [cs.AI] 22 May 2024

On the Brittle Foundations of ReAct Prompting for
Agentic Large Language Models
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Abstract

The reasoning abilities of Large Language Models (LLMs) remain a topic of
debate. Some methods such as ReAct-based prompting, have gained popularity
for claiming to enhance sequential decision-making abilities of agentic LLMs.
However, it is unclear what is the source of improvement in LLM reasoning
with ReAct based prompting. In this paper we examine these claims of ReAct
based prompting in improving agentic LLMs for sequential decision-making. By
introducing systematic variations to the input prompt we perform a sensitivity
analysis along the claims of ReAct and find that the performance is minimally
influenced by the "interleaving reasoning trace with action execution" or the content
of the generated reasoning traces in ReAct, contrary to original claims and common
usage. Instead, the performance of LLMs is driven by the similarity between input
example tasks and queries, implicitly forcing the prompt designer to provide
instance-specific examples which significantly increases the cognitive burden on
the human. Our investigation shows that the perceived reasoning abilities of LLMs
stem from the exemplar-query similarity and approximate retrieval rather than any
inherent reasoning abilities.

1 Introduction

Large Language Models (LLMs) have seen rapid advancements specifically in Natural Language
Processing and Understanding (NLP & NLU). LLMs have unparalleled capabilities in text generation,
summarization, translation, question answering to name a few. [Bubeck et al., 2023]. Motivated by
these capabilities of LLMs, there has also been a rush to look for other emergent abilities—especially
for reasoning and planning. A popular way of enhancing LLM performance on reasoning/planning
tasks has been in-context prompting or prompt-engineering [Sahoo et al., 2024] to include instructions

Giray, 2023], syntax structure [Marvin et al., 2023], criticism and plan guidance with verification

Kambhampati et al., 2024] etc. Among these approaches, ReAct [Yao et al., 2022] stands out which
claims to improve LLM planning abilities through the use of reasoning traces interleaved with action

avarntinn aivan ac nlan anidanca Whila thair ariainal ctndv inclndac mnltinla Aamainc tacke ench ac



ReAct

|
Interact with a household to solve a\task. Here are two examples. i ‘\\\\\
<EXAMPLE 1 of same task as QUERY>
You are in the middle of a room ... <Task Description> Your task is to : put some spraybottle on toilet.
Act 1: To solve the task, I need to find and take a spraybottle, then put it on toilet.
Obs 1: OK.
Act 2: First, I need to find a spraybottle. A spraybottle is more likely to appear in cabinet (1-4),

countertop (1), toilet (1), sinkbasin (1-2), garbagecan (1).
I can check one by one, starting with cabinet 1.

Obs 2: OK.

Act 3: go to cabinet 1.

Obs 3: On the cabinet 1, you can see cloth 1, a soapboar 1, a soapbottle 1. Interleaved Think tag

Act 6: Now I find a spraybottle (2), next I need to to take it. -Reasonlng Trace / Guidance
Obs 6: OK. @ Example Task / Query Task

<EXAMPLE 2 of same task as QUERY>

<QUERY>
kre is the task. You are in the middle of the room ... Your task is to put some soapbottle in toilet. /

Figure 1: An example of ReAct in AlfWorld. We highlight the main components of ReAct, i.e.,
Interleaved reasoning and acting, the reasoning trace / plan guidance and the example and query task.

RQ1: Does the agent performance depend on interleaving reasoning trace with action execution?
RQ2: How does the nature of the reasoning trace or guidance information affect the performance of
LLM Agents?

RQ3: How does the similarity between the example (problem, solution)and the query (problem, ? ),
which are present in the prompt, affect LLM Agent performance?



ReAct Exhibits Similar Inability to generalize

® Requires strong (near syntactic) similarity

of example instance to the problem seems Your task is

Example :“,1] ‘I(E;a.l;lple . .
to be necessary for ReACT to use the © from Clean- - from Heat — + to : Put
examples! = * apple in the
[ cabinet.
® Requiring instance-specific examples Input to LLM
® (Our studies also question ReAct’s claims
about the effectiveness of “Think tag”)
See the gradual drop in performance!
. Example Goal Unrolling : Subtask :
B FEgEE O?JeCt location != Some examples | All Examples of Exangpl;efhof Example task is [ Example task
ase Sn in;ﬁsmos Query Goal of different task | different task ea?[ a s?<s e extended in has query as
ynony Location query subtask
3.5-turbo 25 16 30 12 16 14 - -
3.5-instruct 54 47 42 18 5.2 C°”Tt§§tsvt\1’g‘rf°"v Dmpi‘c‘:rg;: 52% Dr°pfc‘:r8;: 18%




What if we finetuned LLMs with successful
plans in the domain?

* What if we further finetuned the next word
(action) completer with a bunch of correct plans
in the domain?

* This is basically the supervised finetuning stage LLMs
currently use to make them better at specific domains
(e.g. Bloomberg's FinGPT..)

 We prepared a dataset comprising the initial
state, goal state, and the respective plan for
1,000 distinct Blocksworld instances.

* By using the default hyperparameters provided

by OpenAl and an 80-20 train-validation data s incorrect  m Correct
split, we carried out the fine-tuning process.

* Finetuned-GPT3 could only solve around 20%
(122 out of 600) of the test set.

Instances correct by
Finetuned GPT-3




Solving Blocksworld: GoFAl vs LLaMAI

GOFAI

* Get the domain model
* Get a combinatorial search planner
* Have the planner solve the problem

g“('f‘\]‘ Subbarao Kambhampati (§0250a3°¢3 0250 & @raos - Sep 7, 2023 -+«
&5 With enough deductive closure data and GPUs, any reasoning can be
converted to approximate retrieval, so LLMs can "fake it"..

#AlAphorisms

Q2 110 Q a2 ihi 19K Q&

LLaMAI

Get the domain model

Get a combinatorial search planner
Make a trillion Blocksworld problems
Make the planner solve them all

Finetune GPT4 with the problems and solutions

. ;Alternately, index the trillion solutions in a vector DB
or later RAG)

Have the finetuned/RAG’ed GPT4 guess the
solution for the given problem

* (Ensure the correctness of the guess with an external
validator/Simulator working LLM-Modulo)

If, by luck, it guesses right, write a NeurlPS/ICLR
paper about the effectiveness of synthetic data



In vs. Out of Distribution is irrelevant
The question is whether LLMs can answer from

deductive closure

* Finetuning helps convert reasoning
into approximate retrieval for a
specific population

e By training with a part of the
deductive closure of the “knowledge”
that LLMs already may have from pre-
training

* There is no reason to believe that
this actually helps LLMs “compute”
other parts of the deductive
closure..

5,4 Subbarao Kambhampati (¥0250a¥=¢3 {vas°\o°)) &
€ @rao2z

| find the in vs. out of distribution distinctions largely meaningless when
talking about LLMs--which are trained on web-scale corporal!

The relevant question is whether LLMs can compute the "deductive
closure" of what they are trained on. The answer for that is NO.

{wg Subbarao Kambhampati (¥0250a)°¢3 Xwes\ocsd) & @rao2z - Jun 7,2023

| think many of the claims about LLM's reasoning capabilities miss the point
that LLM's are not just trained on "facts" but also, quite often, the deductive
closure of those facts. Thus reasoning becomes (approximate) retrieval. 1/

Show this thread

10:35 PM - Jun 18, 2024 - 75.9K Views

il View post engagements



Finetuning with
Derivational Traces

* A new twist to fine tuning is to finetune with
both solution and the “search/derivational
trace” that lead to that solution

* Supplied of course by the traditional (symbolic)
solver

* At inference time, LLM is asked to output
both a search trace and a solution plan

* No actual causal connection between the trace
and the plan!

* The gquestion is whether this extended fine
tuning generalizes any better or if it is still
LLaMAI..

* Little reason to believe it generalizes
* The evaluation in these papers(*) tends to be
quite questionable

* Claims about “may be optimal” (and trace
optimall!)

* Claims about extending the solving horizon of the
base solver

11 You reposted
;“,?“v\ Subbarao Kambhampati ($o230a)°¢3 Xvae\oesd) &
Ga @rao2z
[LLaMAI with Synthetic Derivational Information is still LLaMAI] (
eclipsed #SundayHarangue )

A new type of LLaMAI has been on the rise. Instead of fine-tuning LLMs
on the synthetic solution data (as sent up in the LLaMAI thread below
), the "new" idea is to fine tune them on the entire search trees
underlying the synthetic solution data (as generated, of course, by the
ever patient neighborhood symbolic solver).

The question is whether this type of "let me compile your System 2 to my
System 1" strategy really works if you don't ignore the training cost vs
later benefit () 1/

((-2) Subbarao Kambhampati (¥0z50a°¢3 {war\0°&) & @rao2z - Jan 21

How to solve a blocks world planning problem--GoFAl vs. LLaMAI 3
#SundayHarangue

(For more boring--and less tongue-in-cheek takes on the underlying tradeoffs,
see x.com/rao2z/status/1... and x.com/rao2z/status/1...)

Show this thread

Solving Blocks World: GoFAl vs. LLaMAI

GoFAlI LLaMAI

* Get the domain model * Getthe domain model

* Get a combinatorial search planner binatorial search planner

* Have the planner solve the problem on Blocks world problems

If, by luck, it gu esright, write a
NeurlPS/ICL R paper about the
effectiveness of synthetic data
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[Submitted on 12 Feb 2024]

On the Self-Verification Limitations of Large Language Models on Reasoning and
Planning Tasks

Kaya Stechly, Karthik Valmeekam, Subbarao Kambhampati

There has been considerable divergence of opinion on the reasoning abilities of Large Language Models (LLMs). While the initial optimism that reasoning
might emerge automatically with scale has been tempered thanks to a slew of counterexamples--ranging from multiplication to simple planning--there
persists a wide spread belief that LLMs can self-critique and improve their own solutions in an iterative fashion. This belief seemingly rests on the
assumption that verification of correctness should be easier than generation--a rather classical argument from computational complexity--which should
be irrelevant to LLMs to the extent that what they are doing is approximate retrieval. In this paper, we set out to systematically investigate the
effectiveness of iterative prompting in the context of reasoning and planning. We present a principled empirical study of the performance of GPT-4 in
three domains: Game of 24, Graph Coloring, and STRIPS planning. We experiment both with the model critiquing its own answers and with an external
correct reasoner verifying proposed solutions. In each case, we analyze whether the content of criticisms actually affects bottom line performance, and
whether we can ablate elements of the augmented system without losing performance. We observe significant performance collapse with self-critique,
significant performance gains with sound external verification, but that the content of critique doesn't matter to the performance of the system. In fact,
merely re-prompting with a sound verifier maintains most of the benefits of more involved setups.

Can LLMs self-critique?

The idea that critiquing/verification is easier than generation holds for algorithms
that do systematic search.. But not for LLMs that are essentially doing approximate
retrieval..

121



LLMs’ self-critiquing abilities

* Three reasoning domains

* Game of 24, Graph Coloring,
Planning

* LLM+LLM System
* An LLM that generates

candidate solutions & an LLM

that verifies and critiques it

Game
of 24

Graph DIMACS I
Coloring Coloring Problem

{ PDDLFiles

Planning |
g ib@ Instance Files

4nums.com

There exist formal notions of correctness for these domains that allow us
to automatically check both the (binary) verification and the critique

generated by LLMs.

Such verification is not possible in style-based/qualitative tasks (Eg:
writing a good essay, good screenplay etc)

Sound External
Evaluator



LLMs’ self-critiquing abil

e Standard Prompting

* Asingle query is sent to the LLM
and whatever it outputs is
treated as the final answer

* When this is augmented with
the self-critique setup, the
performance decreases!

* As the number of back prompts
increases, this kind of self-
correction consistently
degrades output quality.

% of Instances correct

ties

80

60

40

20

«— Game24 - w/sound eval R ———
—e— Game24 - w/llm eval —
Graph Coloring - w/sound eval ..//
+— Graph Coloring - w/lim eval
«— Mystery Blocksworld - w/sound eval
—e— Mystery Blocksworld - w/lim eval
+— Blocksworld - w/sound eval e e
—e— Blocksworld - w/lim eval ———— e B
e — ——
"r—‘i?—iiit—_: - . - ey o —s . Y
0 1 2 3 4 5 6 7 g 10 11 12 13 14 15
# of Iterations for backprompting
Domain S.P. LLM+LLM LLM+Sound Critique  Sampling S.C.
BE FEEF AEF k=15 k=25 k=15
Game Of 24 5(yo 3°/o 36%) 380/0 N / A 280/0 42°/o 6°/o
Graph Col- 16% 2% 38% 37% 34% 40% 4% 14%
oring
Blocksworld ~ 40% 55% 60%  87% 83% 68%  72% 42%
Mystery 4% 0% 10% 8% 6% 9% 14% 4%
Blocksworld

Table 1: Accuracy across prompting schemes over 100 instances per domain. S.P--Standard
Prompting. B.E-Binary Feedback. F.E.F-First Error Feedback, e.g. the first wrong edge, the
first mistaken action, or the non-24 evaluation of the proposed expression. A.E.F-All Error
Feedback, e.g. every wrong edge, every mistaken action and error. Note that there is no
third critique type for Game of 24 due to the simplicity of the domain. We include two
examples of sampling, one at 15 samples, the other at 25, to show that completely ablating
critique retains the performance increases of critique. We also include S.C.-Self Consistency
results, where the most common answer in a pool of 15 is the one that is output by the
model, as another comparison point.




LLMs’ self-critiquing abilities

* It the LM Were a gOOd Veriﬁe-r' then it 2::::}24 87 020(0312?70/1100) 104(7F(.:;;/3071) 20 7!7E(1:;I;/1029)
would recognize instances which are ‘ 0% 4% 7%
Graph Coloring 72.4% (362/500)  6.5% (25/382)  95.8% (113/118)

already right, and thus--at worst--
maintain the baseline score.

* The LLM-as-verifier ranges in accuracy
depending on the domain, but it
maintains significant false negative

Mystery Blocksworld ~ 79.6% (398/500) 0.5% (2/397) 97.09% (100/103)

Table 2: LLM Verification results. F.P.R. - False Positive Rate, FN.R - False Negative Rate.

rates Domain Standard LLM+LLM LLM+Sound Critique Sampling
. . . Prompting BE FEF AEF k=15 k=25
* The LLM essentially labels valid solutions o T o T TREE T
to be invalid. :
Graph Coloring 16% 2% 38% 37% 34% 40%  44%
. H 1
* Also, the solution generator LLM isn't  Mysery Blocksword 4% 0% 10% 8% 6% 9% 1%
SenS|t|Ve to va ryl ng Ievels Of feed baCk' Table 1: Accuracy across prompting schemes over 100 instances per domain. B.F.-Binary
° 1 i Feedback. F.E.F-First Error Feedback, e.g. the first wrong edge, the first mistaken action, or the
I n fa Ct_’f sam pl | ng the LLM kr]n u Itl ple d( k) non-24 evaluation of the proposed expression. A.E.F-All Error Feedback, e.g. every wrong edge,
ti mes qr an insta nce, Wl_t a soun every mistaken action and error. Note that there is no third critique type for Game of 24 due to the
ve r|f| er in the |00 p, provi d es bette r simplicity of the domain. We include two examples of sampling, one at 15 samples, the other at 25,

to show that completely ablating critique retains the performance increases of critique.

performance.
* Connection to Tree of Thoughts..



Fine Tuning the Pre-trained
model to be both a generator

and verifier
e Start with GPT-2

* [Finetuned generator:] Fine tune GPT-
2 as a generator on a corpus of blocks

world plans

 [Finetuned Verifier:] Use the same
corpus to train a verifier (based off of
GPT-2)

* Do Verifier-augmented generation

 Sort of similar to the back-prompting
with VAL (except that the verifier here is
also learned from the same corpus)

FSl

Learning and Leveraging Verifiers to Improve

Planning Capabilities of Pre-trained Language Models &;

Daman Aroral'l, Subbarao Kambhampati'?
[l Department of CSE, lIT Delhi
21School of Computing & Al, ASU

ICML KLR 2023

Introduction

Experimental Setup

Despite some claims to the contrary, LLM’s very poor plan .
generation capabilities. Finetuning helps a little but
mostly converts the reasoning into an approximate

retrieval problem. .
Can LLM’s improve their plans through iterative self

critiquing? No reason to believe that they are better at .
verification than generation! .

Our Idea: Augment finetuning by using the same

finetuning data to train a (discriminative) verifier that

learns action applicability

* The learned verifier is used to critique the plans
generated by the LLM in an iterative loop. (Currently

We construct a dataset of 10,000 Blocks world plans

consisting of the textual representations of states and

actions.

We fine-tune GPT-2 on individual transitions conditioned

on the goal state

We test on 200 test instances

We consider the following metrics in the plans proposed

by the GPT based planner

« Bad-Transition-Rate(BTR): Does the plan have an
illegal action in the proposed plan?

* Goal-Reaching-Rate(GRR): Is the goal achieved in the
proposed plan?

the generator is restarted on error; we are working on
back prompting with the critique)

RESTART

Verifier-augmented generation involves verifying e
applicability in a state after generation. There can be

Results

Verifier Augmented Generation A i

YES —
).~ PROPOSE
PLAN
acrion

Goal? Generator eteer b3

VALID

Verifier

INVALID

ction’s

/0 cases:
fed ba

If the verifier approves, the generated next state is

the ge

If the n the start
i :
o i o
whit ™ 2
x k-
e g
H
o
i
Training a Verifier ]

To train a verifier for action applicability from the same
dataset we used for fine-tuning, we employ the
following strategy:

* For every transition (s,
sample. To generate a negative sample, we use (s, ,a’)
where a’ is a random action samples from the
dataset of trajectories

, @, Si,), (5, @) is a positive

Generator+Verifier performs significantly better than
just the plain Generator. The bad-transition-rate goes
down significantly.

Method GRR  BTR

generator@25 0.375  0.525

generator+verifier@25  0.655 0.05
s of g 925 and g

Performance scales well for Generator+Verifier with
ncreasing number of attempts:

065 -@- generator+verifier e
®- generator

0 5 10 15 20 5
Number of plans

« Fine-tuning the generator is better than training a
verifier from scratch

Method GRR  BTR
) @25 0.635  0.105
o) @25 0.655 0.5

nerator+verifier(




Why the divide in self-critiquing claims?

e Several other researchers report results that seem to
indicate that some form of self-critiquing mode seems to
help solving mode. Why?

* Explicit vs tacit knowledge tasks

* Itis harder to establish the (poor) quality of LLM critiques in
tacit knowledge tasks (like creative writing)

* In explicit knowledge tasks (like planning, CSP etc) both the
verification and critique can be evaluated formally.

 Approximate retrieval on corrections data informing
approximate retrieval on correct data.

* For most common use domains (e.g. mine craft, grade school
word problems), the training corpora not only contain solution
(correct) data, but also corrections data (i.e., the types of
normal errors to be found in incorrect solutions).

APPROKIMATE RETRIEVAL EVERYWHERE



Style vs. Content
Form vs. Factuality

* LLMs (and Generative Al in general) capture
the distribution of the data they are trained
on

 Style is a distributional property
» ..and LLMs are able to learn this (they have been
called the vibe machines..)

* Correctness/factuality is an instance level
property
e ..LLMs can’t guarantee this

* Civilizationally, we had always thought style is
harder than content

* And even assumed that good style implies good
content!

* LLMs (and GenAl in general) turn this intuition on
its head!

7.2\ Subbarao Kambhampati ($oz5oa)¢ Xvzr\o°s) @
€' @rao2z

The tldr | use: "LLMs always hallucinate. Sometimes their
hallicinations align with your reality". Whether or not the prompt
makes them hallucinate in a way that aligns with reality depends very
much on the prompter's ability to check, and thus.. x.com/rao2z/status/1

)

Impressive Reasoning
Abilities of LLMs

)
%ﬁ}m
L
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E |
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Prompter knowing
the answer

'fw' Subbarao Kambhampati ($02502°¢3 Xvase\oes)) & @rao2z - Oct 29, 2023

Why we should view LLMs as powerful Cognitive Orthotics rather than
alternatives for human intelligence #SundayHarangue

LLMs are amazing giant external non-veridical memories that can serve as
powerful cognitive orthotics for us, if rightly used (c.f.
Show more



LLMs as Behavior Critics to catch undesirable robot behaviors

Can LLMs capture human preferences in embodied Al tasks?

Pick up a bag of chips

* It may be intractable to construct formal
verifiers for tasks that have a wide scope.

* LLMs or VLMs can be a proxy of common
human preferences and undesirability

* We evaluated GPT-4V with videos of
diverse suboptimal behaviors

* GPT-4V critic catches 69% of undesirable
behaviors (recall rate) while only 62% of
the critiques are valid (precision rate)

* Results confirm the broadness of GPT-4V's
knowledge & the subpar precision of its
outputs

Hand scissors to human

11

"Task Success" is not Enough: Investigating the Use of Video-
Language Models as Behavior Critics for Catching
Undesirable Agent Behaviors

Lin Guan*, Yifan Zhou*, Yantian Zha, Heni Ben Amor,

Subbarao Kambhampati. COLM 2024. (to appear)

GPT-4V: The robot
gripped the bag of chips
too tightly, causing it to
crumple and potentially
damaging the contents.

©

GPT-4V: The robot
poured the coke too
quickly, causing
excessive fizzing and
overflow of the liquid
from the glass.

@

GPT-4V: The scissors are

handed over with the
pointy ends facing the
person, which poses a
risk of injury.

Place knife on board

P

Serve orange juice

L

Place facial cleanser

BRIt

RN SN

GPT-4V: The robot
released the knife from a
height that caused it to
bounce upon hitting the
cutting board, which is
potentially dangerous
due to the sharp blade.

@

GPT-4V: The robot's arm
holding the glass of
orange juice passes over
the laptop, which poses a
risk of spilling liquid on
the electronic device.

©)

GPT-4V: The robot
dispensed facial cleanser
onto the tray instead of
placing the bottle onto
the tray.



LLMs as Behavior Critics to catch undesirable robot behaviors

Can LLMs capture human preferences in embodied Al tasks?

* It may be intractable to construct formal
verifiers for tasks that have a wide scope.

* LLMs or VLMs can be a proxy of common
human preferences and undesirability

* We evaluated GPT-4V with videos of
diverse suboptimal behaviors

* GPT-4V critic catches 69% of undesirable
behaviors (recall rate) while only 62% of
the critiques are valid (precision rate)

* Results confirm the broadness of GPT-4V's
knowledge & the subpar precision of its
outputs

"Task Success" is not Enough: Investigating the Use of Video-
Language Models as Behavior Critics for Catching
Undesirable Agent Behaviors

Lin Guan*, Yifan Zhou*, Yantian Zha, Heni Ben Amor,

Subbarao Kambhampati. COLM 2024. (to appear)

Place vessel onto burner

GPT-4V:

@ The robot placed the vessel off-center on the burner,
which could lead to uneven heating or potential tipping of
the vessel.

€) (grounding error) The robot released the vessel from a
height that could cause damage to the vessel or the
stove if it were heavier or more fragile.

GPT-4V:

@ (unoperationalizable) The robot caused pasta sauce to
drip onto the counter while transferring the spoon from
the jar to the bowl.

Note: GPT-4V correctly detects the sauce spillage but
does not provide the fundamental reason for why it
occurred, thereby making it difficult to ascertain
actionable advice for behavior correction.




Limitations of LLMs

» Auto-Regressive LLMs (at best) ‘
approximate the functions of the
Wernicke and Broca areas in the brain. "

» What about the pre-frontal cortex?
Front Left Side View Back
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On the other han
with claims of LLM planning abilities..

d, the literature seems rife

Denny Zhou'*
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LEAST-TO-MOST PROMPTING ENABLES COMPLEX
REASONING IN LARGE LANGUAGE MODELS
Chain-of-Symbol Prompting Elicits Planning
in Large Language Models Wenlong Hy
Hanxu Hu'* Hongyuan Lu**'  Huajian Zhang® Wai Lam®>  Yue Zhang'
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In this paper, we first take the initiative to investigate the performance of LLMs aclions..
on complcx plannmg tasks that require LLMs to understand a virtual spatial semanticg

via natural | e and act pondingly in text. We VirtualH
propose a benchmark named Natural Language Planning and Action (Natala) executabi

composed of a set of novel tasks: Brick World, NLVR-based Manipulations, and trade-off

Natural Language Navigation. We found that current popular LLMs such as extractin:
ChatGPT still lack abilities in complex planning. This arises a question — do 1

Language Models as Zero-Shot Planners:
Extracting Actionable Knowledge for Embodied Agents

the LLMs have a good ing of the described in natural
language, or maybe other alternatives such as symbolic representations are neater
and hence better to be understood by LLMs? To this end, we propose a novel
method called COS (C‘- f-Symbol Prompting) that the complex
with i symbolic spatial ions during the chained
intermediate thinking steps. COS is easy to use and does not need additional
training on LLMs. Extensive experiments indicate that COS clearly surpasses the
performance of the Chain-of-Thought (CoT) Prompting in all three planning tasks
with even fewer tokens used in the inputs compared with CoT. The performance
gain is strong, by up to 60.8% accuracy (from 31.8% to 92.6%) on Brick World
for ChatGPT. COS also reduces the number of tokens in the prompt obviously,
by up to 65.8% of the tokens (from 407 to 139) for the intermediate steps from
demonstrations on Brick World. Code and data available at: https://github.
com/hanxuhu/chain-of - symbol-planning

Large Language Models are Zero-Shot Reasoners

Shixiang Shane Gu
Google Research, Brain Team

Takeshi Kojima
The University of Tokyo
t.kojima@weblab.t.u-tokyo.ac.jp

Yusuke Iwasawa
The University of Tokyo

Machel Reid
Google Research*®

Yutaka Matsuo
The University of Tokyo

Abstract

Pretrained large language models (LLMs) are widely used in many sub-fields of
natural language processing (NLP) and generally known as excellent few-shot
learners with task-specific exemplars. Notably, chain of thought (CoT) prompting,
a recent technique for eliciting complex multi-step rcasonmg (hrough slsp I:vy~
step answer examples achieved the s f-thy er in

and symbolic reasoning, difficult system-2 tasks that do not mllo\\ the “andard
scaling laws for LLMs. While these successes are often attributed to LLMs”
ability for few-shot learning, we show that LLMs are decent zero-shot reasoners
by simply adding “Let’s think step by step” before each answer. Experimental
results demonstrate that our Zero-shot-CoT, using the same single prompt template,
significantly outperforms zero-shot LLM performances on diverse benchmark
reasoning tasks including arithmetics (MultiArith, GSM8K. AQUA-RAT, SVAMP),
symbolic reasoning (Last Letter, Coin Flip), and other logical reasoning tasks (Date
Understanding, Tracking Shuffled Objects), without any hand-crafted few-shot
examples, e.g. increasing the accuracy on MultiArith from 17.7% to 78.7% and
GSMSK from 10.4% to 40. 7‘/: with large -scale InstructGPT model (text-davinci-
002), as well as similar with another off-the-shelf
large model, 540B parameter PaLM. The vemm]uy of this single pmmpl acm\s

very diverse reasoning tasks hints at and
zero-. rlml ities of LLMs, i “';‘ level, multi-task broad cogni
may be d by simple p . We hope our work not only

serves as the nummal strongest zero-: shm b:nclme tur the challenging reasoning

s, but also highlights the i of carefully exploring and analyzing
the enormous zero-shot knowledge hidden inside LLMs before crafting finetuning
datasets or few-shot exemplars.




Why are LLMs claimed to do
Reasoning/Planning?

Approximate omniscience of LLMs
allows them to fake reasoning by
retrieval

LLMs may approximate
reasoning with pattern finding

. * Think of trying to predict the
mitrr;)?{ry]/crigtl:leusc.es the need to reason from satisfiability of a random 3-SAT
* “Why are manhole covers round?” Instance
. . . * Suppose you train a learner with
* The training corpus is the entire web, and e )
it is hard for anyone to know what it ?n%?azrl:lclgg random 3-SAT
already contained
* The web corpus contains both base facts * Will |tdd|scove_r Daws-PuItEalm
and deductive closure facts procedure or Is it more likely to
_ , discover the sharp phase
. rR:;;cggar\]/i?]l of the later can be mistaken for transition?
8 * Easier to find latent variables

Fine tuning and training from synthetic
data further muddy waters by deliberately
converting reasoning into approximate
retrieval

* Think compiling someone’s system 2 to your
system 1

corresponding to
#clauses/#variables, and learn a
rule to classify instances that way

T T, RETRIEUD

APPROKIMATE RETRIEVAL EVERYWHERE

z2) Subbarao Kambhampati *4 @ICML7/25-28
< @rao2z

The impressive deep pattern recognition abilities of #DNN's such as
#LLM's are sometimes confused for reasoning abilities

| can learn to guess, with high accuracy, whether a SAT instance is

satisfiable or not, but this not the same as knowing how to solve SAT. Let
me explain. 1/

8:19 AM - Jul 29, 2022
ili View Tweet analytics
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Subbarao Kambhampati 54 @ICML 7/25-28 @rao2z - Jul 29, 2022

" Suppose you train a learner with a large number of Boolean 3-SAT
instances labeled with whether or not they are satisfiable. There is no
reason to doubt that a modern #DNN-based leaner will manage to learn
deep features corresponding to the y ratio-- #clauses/#variable .. 2/

Q 4 0 2 QO 2 il &

f{“ Subbarao Kambhampati 4 @ICML 7/25-28 @rao2z - Jul 29, 2022

@3}5 ..and armed with y, it can also essentially figure out the sharp-threshold
phenomenon w.rt. to y, and should be able to predict with high certainty
thatthe y < 4.3 are satisfiable and y > 4.3 are unsatisfiable. 3/

Hardness @ as a function of
#clauses/#variables

This is what
happens!

A

wo
#clauses/#variables ---.»



What Planning is & What LLMs are good at..

Planning (as used in common parlance)
involves

* Planning knowledge
* Actions, preconditions and effects

* General Recipes: Task reduction schemata (e.g.
HTN planning)

* Old examples: Case libraries

* Plan generation/verification techniques
* Interaction analysis/resolution
* Plan merging techniques
* Plan modification techniques

LLMs accept any planning problem—even if it not
expressible in PDDL standard—and they don’t give
any correctness guarantees.

Al Planners will give formal guarantees, but only
accept problems expressible in their language.

Contrasting what Al Planning & LLMs
bring to the table

* Al Planning (aka ICAPS planning) assumes that
the planning knowledge is given up front, and
focuses generation and verification
techniques

* Emphasis on guaranteeing

completeness/correctness of the plans w.r.t. the
model

By and large the common paradigm—although there
have been occasional mutinies

Model-Lite Planning approaches

* LLMs, trained as they are on everything ever
put on the web, have a kind of "approximate
omniscience”. This helps them spit out
actions, recipes, or cases

* But they lack the ability to stitch the recipes

together to ensure that there is no actually
interaction free!

139



Are LLMs better at planning if there are no
subgoal interactions?

* Relaxed assessment of GPT-4 plans
* Delete relaxation — Ignoring the delete conditions of all actions
* Precondition relaxation — Ignoring the preconditions of all actions

e Even in the most lenient assessment mode (Delete+Precondition relaxation)
there are still plans (~¥25%) that are not goal reaching.

ing Failure Modes by Relaxation Type for Blocksworld Planning Failure Modes by Relaxation Type for Blocksworld
on Natural Language on PDDL Prompts

600 Prompts
600 B Goal Reaching
I Non Goal Reaching
50 500 EEE Inexecutable
0 One shot
400 v/, Zero shot
8 8
< 30 <
£ £300
= 2
20 200
10 100
0 0

Delete and P Delete Only Delete and Precondition Precondition Only Delete Only Non-Relaxed
Rel I t n Type Relaxation Type 140
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Then how come LLMs are trumpeted as

Approvimate retrieval of Plane

doing planning? o

. . Planning
* Most cases where LLMs are * And the interaction
claimed to generate executable resolution/search part is
plans, on closer examination, turn y e'theg Puffjhef{]_ugf’eflfﬁel fugl_k
° onsider ni eve ans like
out f[O be Cases Whe{fe LLMs are "wedding plagn_s" for which there are
getting by with the “generate TaIa0 S5t and sra desariped ot &
approximate recipes” step sufficie?ntly_hig_h level of abstraction, and
* Generate approximate recipes/cases itrr;\%Si)r(%%ichﬂmon issues are eft o the User's
(for common sense domains) + " E.g. n-stack blocks world problems with n-

1 blocks in the right configuration already!

* e.g. weddi |
e.g. wedding plans * or has been pawed off to

* Convert tasks into (approximate) task human prompters who are required to
reduction schemas give "hints" to the LLM to come up
* Perhaps written out as "programs" with plan variants that are (more)
(e.g. Code as Policies..) correct
* (SHOP2 schemas were already pseudo * Note that here the human is

lisp code—if only written by humans) Sgﬁﬁgp%!bér%%ying the role of an external

* LLM-HTN and LLM-CBR differ from HTN and CBR
in that they generate the task-reduction schemas ’ Lns(e:?ss%gtvagllre\zxéﬁge%um?hngIiacrjee‘%?lg of
or the cases on demand the domain, they can be faulty verifiers

There is also the “Confusing acting with planning” issue Hl



ReAct, Inner Monologue, ToT Examples

(2) AlfwWorld

Yow are in the middle of a room. Looking quickly around Task: Slack-a_li the blocks. |Gameof24 Creative Writing 5x5 Crosswords

you, you see a cabinet 6, a cabinet 1, a coffee machine 1, Input | 4 numbers (4 9 10 13) 4 random sentences 10 clues (h1. presented:..)
Scene: Visible objects are ["brown block", “purple block"] =

a countertop 3, a stove burner 1, and a toaster 1. Scene: Occluded d-;jects are [1 e Output An equation to reach 24 A passage of 4 paragraphs  5x5 letters: SHOWN:

Your:task isiito: Fut ‘someipepper-shaker;on a drawer: Robot action: robot.pick place(“brown block”, "purple block™) (13-9)%(10-4)=24 ending in the 4 sentences  WIRRA; AVAIL; ...

R Thoughts | 3 intermediate equations A short writing plan Words to fill in for clues:
(13-9=4 (left 4.4,10); 10- (1.Introduce a book that (hl.shown: v5.naled; ...)

: Visibl "brown block”, “purple block” ;
/| (2b) ReAct (Reason + Act) \ ozlgdgdﬂjggs‘;ﬁe[[‘]’ ety Lt et 4=6 (left 4,6); 4*6=24)  connects...)

Act 1: Think[First I need to find a pepper shaker...more Robot action: robot.pick_place("brown block”, "purple block") #ToT steps | 3 1 5-10 (variable)

likely to appear in cabinets (1-6), countertops (1-3), ... 1 Successful action: True
Act 2: Go to cabinet 1
Obs 2: On the cabinet 1, you see a vase 2.

Table 1: Task overview. Input, output, thought examples are in blue.

Scene: Visible objects are ["brown block", "orange block"]
Scene: Occluded objects are ["purple block"]

(Here the agent go to cabinet 1, then cabinet 2, 3, then countertop 1 and 2) Robot action: robot.pick_place("orange block", "brown block")
Aatie. BanE o 3 Successful action: True
: Go to countertop
Obs 6: On the countertop 3, you see a apple 1, a bread 1, Scene: Visible objects are ["orange block"] Tree OfThoughts
~~~~~~ a pepper shaker 1, and a vase 3. Scene: Occluded objects are ["purple block", “brown block”]
Robot action: robot.stop()
Act 7: Take pepper shaker 1 from countertop 3 STOP

Obs 7: You pick up the pepper shaker 1 from the countertop 3.

Task: Stack all the blocks.
Act 8: Think[Now I find a pepper shaker 1. Next, I need to b ey e

Femrap prasnd s iy ndbl ot ot Ky il Most of the ‘planning’ problems that

Obs 9: Drawer 1 is closed. Robot action: robot.pick_place("brown block”, "purple block") ’ B
Successful action: True these works look at don’t require

Act 10: Open drawer 1 . Visible objects are [“"brown block" H H H

Obs 10: You open Drawer 1 .. Scone: Gceluded chects are ["purle block'] interaction resolution, or they

Act 11: Put pepper shaker 1 in/on drawer 1 g‘;t action: robot.stop0) depend on explicit external

\obs 11: You put pepper shaker 1 in/on the drawer 1. \/ ) .
help/programming to handle the
ReAct Inner Monologue interactions.

142



PLAY THE CROSSWORD
Account ¥

ANTHONY TURNER ANTHONY Tm’c Ntlll rk Eiuﬁf&w TURNER

ANT

MADEIRA W DoLOMITES

TRAVEL GUIDE 2023 | TRAVEL GUIDE 2023

raroeisLanos [l WAL TA

TRAVEL GUIDE 2023
TRAVEL GUIDE grlvkk]

&

o s
g rumanen

~

ADAM NEAL

AMALF COAST
e [ NORWAY

~ 3 ‘Dplorng the Archipetago A Comprehesive Journey Thioush
A GUIDE FOR FIRST=TIME TRAVELERS TO:THE

the Biches of he PhIppInes
777 MOST BEAUTIFUL COAST TN ITALY

UPDATED

e

. NATE GRANO _
— =

\IAIIDHAMA
Shoddy guidebooks, promoted with deceptive reviews, L GUIDE
have flooded Amazon in recent months. rsoltin JAPAN:

h Culture and History
ol

Students

MIKE STEVES



éf;? Subbarao Kambhampati (¥02502°¢3 {wa3°\o°s)) &
<& @rao2z

Wanna argue that LLMs *can* plan?

Pick a domain with a high branching factor of unenumerated actions;
where the inter-action interactions are low.

Wanna argue that LLMs *can't* plan?

Pick a domain with few enumerated actions, but the action interactions
are nontrivial.



Back-Prompting by Humans
(..and the Clever Hans peril..)

* Humans doing the verification & giving helpful
prompts to the LLM)

* Okay when the humans know the domain and can
correct the plan (with some guarantees)
* Okay for "this essay looks good enough" kind of critiquing

* But for planning, with end users not aware of the domain
physics, the plans that humans are happy with may still not
be actually executable

* When humans know the correct answer (plan) there
is also the very significant possibility of Clever Hans
effect

* Humans unwittingly/unknowingly/non-deliberately giving
important hints

Impressive Reasoning
Abilities of LLMs
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g u_,,, ) Subbarao Kambhampati (¥o25oa°¢3 Qar\oe))

Our new paper generalizing the chain, circle and graph of
thought prompting strategies--that unleashes the hidden power
of LLMs (and graduate students). Hope @ akhaliq picks it up..

¥ @rao2z

Forest of Jumbled Thoughts Prompting: An Ultra
General Way to use LLMs for Solving Planning,
Reasoning, World Peace and Climate Change Tasks

Subbarao Kambhampati
School of Computing & AI
Arizona State University, Tempe.
raoQasu.edu

Abstract

Intrigued by the claims of emergent planning and reasoning capabilities in LLMs,
especially in the presence of bright AT graduate students, we have set out to develop
the ultimate prompting technique. Our aim is to generalize the chain of thought,
circle of thought, tree of thought and graph of thought prompting techniques to
a whole another plane. Our "Forest of Jumbled Thoughts Prompting" (FITP)
technique is very general, and only requires repeatedly browbeating the LLM to
do better by nudging it towards the correct answer. In our experiments on GPT4.5
(that we had got early access to, thanks to our recent investment in OpenAl), we
show that our FJTP technique works like a (slow) charm on a variety of planning,
reasoning, world peace and climate change tasks. We prove, by reduction to Rube
Goldberg Machines, that the FITP eventually makes LLM "solve" any problem for
which the prompting graduate students know the answer. Our proof is general and
only assumes an abundant budget for GPT4 API access (or, alternately, co-authors
with free access to Palm). The underlying back-to-the-basics "system 2" search that
FJTP induces avoids any GOFAI search technology that may need access to things
other than LLMs and graduate students. We further show that the solutions that the
LLM pmduces are exactly the ones the grad students prompt it to produce-thus
ensuring the mtcrpreu:bllny and explmnabllny of the solutions generated. We

P that the y of this FITP prompting technique will
eventually make LLMs overcome even their dreaded fear of numbers—and allow
them to do arithmetic, thus obviating the need for those costly calculators.

5:18 PM - May 19, 2023 - 46.4K Views

ihi View Tweet analytics

27 Retweets

3 Quotes 161 Likes 89 Bookmarks

Intrigued by the claims of emergent planning and reasoning capabilities in LLMs,
especially in the presence of bright Al graduate students, we have set out to develop
the ultimate prompting technique. Our aim is to generalize the chain of thought,
circle of thought, tree of thought and graph of thought prompting techniques to
a whole another plane. Our "Forest of Jumbled Thoughts Prompting" (FITP)
technique is very general, and only requires repeatedly browbeating the LLM to
do better by nudging it towards the correct answer. In our experiments on GPT4.5
(that we had got early access to, thanks to our recent investment in OpenAl), we
show that our FJTP technique works like a (slow) charm on a variety of planning,
reasoning, world peace and climate change tasks. We prove, by reduction to Rube
Goldberg Machines, that the FITP eventually makes LLM "solve" any problem for

which the prompting graduate students know the answer. Our proof 1s general and

only assumes an abundant budget for GPT4 API access (or, alternately, co-authors
with free access to Palm). The underlying back-to-the-basics "system 2" search that
FJTP induces avoids any GOFALI search technology that may need access to things
other than LLLMs and graduate students. We further show that the solutions that the
LLM produces are exactly the ones the grad students prompt it to produce—thus
ensuring the interpretability and explainability of the solutions generated. We
speculate that the awe-inspiring generality of this FJTP prompting technique will
eventually make LLMs overcome even their dreaded fear of numbers—and allow
them to do arithmetic, thus obviating the need for those costly calculators.
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“The answer is in the Top-K Plans”

* A version of the “Clever Hans”
thinking is to say that if you ask LLM
to output many plans, then the
“correct plan” is somewhere in the
top-k

e But this still leaves the question of
who is picking the winning plan
from top-k.

e Ultimately, this claim is really about
LLM being a good generator-—and
an external tester is still needed

* An interesting question is under what

conditions is an LLM not a good
enough generator

g‘lf;} Subbarao Kambhampati (0250a°¢3 X2m°\oosd) &
S @rao2z

PSA: The fact that the answer you are looking for is somewhere in the
top-k answers that an LLM can generate is not sufficient indication of its
intrinsic reasoning capabilities!

By that token, the correct answer to every true/false question is in my
top-2 answers.. =¥

Being able to generate correct answer as one of many plausible answers
is not enough--unless you can pick that as the correct answer (e.g. with
external verifier).

Generate-test succeeds when the tester verifies the correct answers.

A more interesting question to study is *when* do LLMs fail to even have
the correct answer in the plausible set they can generate--since that is
when the generate/test will fail because of incomplete generation.

Last edited 3:17 AM - Jul 8, 2024 - 43.7K Views



Doesn’t Co-Pilot for Code show that LLMs
can Plan?

* Co-Pilot has humans in the loop
* The incremental interpreters can direct

Abilitg to a Proximatclg retrieve
code segmcnts

people’s attention to syntax errors
e Github and General Web are quite e
different as training corpora
* People don’t put their non-working Abllltg to reason and Plal‘l
code on github; general web has
4Chan!

* Most effective approaches for
automated programming with LLMs
use LLM-Modulo approaches (with

Unit Tests as critics)




Acting vs. Planning: The Agentic LLM Goldrush

* LLMs can obviously be used to invoke external The Agentification

actions (“function calls”)

* Think “Webservice Orchestration Frameworks” | shortterm memory |
which allow you to write your own “agents”

Long-term memory |

Calendar()
* LLM as the core controller of external components S
*  Which in turn is controlled by human prompting
» Safety issues include both safety of the outside P — A -
E(fﬂponents and safety of the prompt-based control of Codefnterprerer0 | Tools [+ Agent [ Plenning
; o [seszena ] l
* LLMs can’t themselves be expected to "plan Action Subgoal decompositon |

this orchestration!
* The actual orchestration is done with human help
(“language” programming)
* The “planning” part is basically pipelining the right

external services —and is done with human help Allowing LLMs to make their own “plans” to invoke
* One core external service they all use is “external

memory” to write into and retrieve external services would be rife with safety concerns!

* Because LLMs themselves have no memory beyond their
context window.

- Think L2/L3 rather than L5 automation (Think having a gun lying around in a home with a toddler..)



Tutorial Overview

* Part3

* Sane roles of LLMs in Planning (with LLM-Modulo

frameworks)

* LLMs as heuristics, LLMs as candidate generators

* Back prompting from external verifiers

* LLMs as sources of domain models (with humans in the loop)
* LLMs as format changers/specification elaborators1

* Part4

* Summary/Lessons

Problem Specification A
7 - S
) Synthetic =
Complete, Partial, or Abstract Finetune Data O
LLM % &
1 Plan Data, & & [ criec
S Style Prompts, 3 ¢
Interaction Data w 0
. m H o —
Interaction Loop 3 & cric B,
End User L}v (6) ] &
8 & | Ciic B,
(1) Refined Specification Valid % Critic By
Solution 2
Large Critic $
Language Agreement 2
Model
——— (4) -
eformatter
oonan G " 5 Meta Controller
Expert le——— s
Interaction Loop| P’IET"P‘ Selection Critic
/ Model Based h g
Critic By (3)
Model (2) Pl
}K Z an Blackboard
T LLM Response a
S
Concrete Plan
LLM-assisted HiL Hieararchical Plan

Model-Based Critic Construction

Tutorial Slides

[

https://bit.ly/4dbkkY2

Critic S,

\

Model Based
Critic



LLMs can play multiple roles in
Supporting Planning!

Search...

\V > c¢s > arXiv:2402.01817

Computer Science > Artificial Intelligence

[Submitted on 2 Feb 2024 (v1), last revised 6 Feb 2024 (this version, v2)]

LLMs Can't Plan, But Can Help Planning in LLM-Modulo Frameworks

Subbarao Kambhampati, Karthik Valmeekam, Lin Guan, Kaya Stechly, Mudit Verma, Siddhant Bhambri, Lucas Saldyt,

Anil Murthy
rable confusion about the role of Large Language Models (LLMs) in planning and reasoning tasks. On one side
Problem Specification | - —— ® stic claims that LLMs can indeed do these tasks with just the right prompting or self-verification strategies. On
Complete, Partial, or Abstract Finotune SYB::::“C o ° oes ‘e perhaps over-pessimistic claims that all that LLMs are good for in planning/reasoning tasks are as mere
s ; = e . § &\@o“ s e problem specification from one syntactic format to another, and ship the problem off to external symbolic
‘ y imaacion bata E; g osition paper, we take the view that both these extremes are misguided. We argue that auto-regressive LLMs
— N ) E 5’\\ fless. selves, do planning or self-verification (which is after all a form of reasoning), and shed some light on the
) e e ; Q’Qcm:l:s’i\ inderstandings in the literature. We will also argue that LLMs should be viewed as universal approximate
Solution i g zes that have much more meaningful roles to play in planning/reasoning tasks beyond simple front-
Lat,agrl?:ge Ag,i!"mcem Z L >rmat translators. We present a vision of {\bf LLM-Modulo Frameworks} that combine the strengths of LLMs
Model “ \ 4 »del-based verifiers in a tighter bi-directional interaction regime. We will show how the models driving the
ooman - 7 N ) (" Meta Controller | Htomatier ModeiBased 5 themselves can be acquired with the help of LLMs. We will also argue that rather than simply pipelining LLMs
= - Prompt Selecton Critic mponents, this LLM-Modulo Framework provides a better neuro-symbolic approach that offers tighter
Ve || ) \ p O ) ‘een LLMs and symbolic components, and allows extending the scope of model-based planning/reasoning
cre i more flexible knowledge, problem and preference specifications.
Modal w F::s)ponse Plan Blackboard
N 4 Concrete Plan telligence (cs.Al); Machine Learning (cs.LG)

LLM-assisted HiL

Model-Based Critic Construction

Hieararchical Plan

01817 [cs.All
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LLMs as Idea Generators
(“Muses”)

* “l get many ideas, and | throw away the bad
ones”
* Linus Pauling on how he managed to get TWO Nobels

Subbarao Kambhampati (¥02¥oa)°¢3 Q23e\ocs)) @rao2z - Sep 3

Replying to @rao2z @liron and @DynamicWebPaige

IMHO, LLM's are impressive *idea generators* for anything--including
"reasoning" tasks. But an idea generator is not the same as a sound
reasoner. Fermat had an idea/conjecture; Wiles spent 20 years and proved
it. Neither was subsumed by the other! 3/

"paniesal sWbil ||y U] ‘SHOMIES 586} O

(1/1]

“Now that desk looks better. Everything’s squared away,
yessir, squaaaaaared away.”



LLMs as Approximate Knowledge Sources

Wsef
'&g @r;;ZZ

Subiect M giter Ko !‘lt

If you give what you know about a toy world to the computer, and have it
solve new instances, it is #GOFAI cheating. )

A\/e V\lg ng PO La V\lg L’S Re\/e'/\lg e If you capture all that the humanity knows about anything, feed it all to
0 the computer, and ask it to do toy world instances, it is Modern #Al. /
Everybody was all against knowledge-based systems
But now everyone is effectively doing knowledge-based systems!

#AlAphorisms



Planning in the age of LLMs

For far too long, there has been a race to

— i I
bottom on the level of knowledge given to LLMs change that—rather drastically!

planners _ _
e Plannine started k ledee-based * LLM makes it easy to get knowledge without
anning started knowledge-base making it look like we are inconveniencing any
* Remember, Noah was an HTN planner, y’all! specific human
seemed too unseemly to depend on humans for these other—is all.
knowledge-based models _
* And focus on doing interaction resolution from first ¢ ..as |ong as you relax the rngrem'gnt of the
principles knowledge actually being “correct
 RL was worse—propositional was too high-level a . --thtetn againa d|° you rea”Vtt%e“eve that huge human-
knowledge to ask from humans written models are correct:
* They wanted to say they will learn it all * So the million dollar gn is: How would you do
* And not have humans give any knowledge about the plannlng If_ you have some dodderlng know-it-all
domain. They just wanted “SIMULATORS”, ready to give you any kind of knowledge
* ..and it took for ever to do anything—even with o “Acti ”
S Ulatons ”Actlons and.effects )
Best Student B e “Task reduction schemas
[AAMAS 2016] [AAMAS 2015]  [Al 2017; ICAPS 2014; LICAI 2009, 2007] e “Cases”
Increasing degree of incompleteness of planning models ‘ . .
[ * Time for LLM-HTN, LLM-CBR etc. paradigms
Capability Model
Word Vector Model f Incomplete PDDL * Or even a resurrection of the model-lite planning
¥ Partial Models ¥ d ream..
No l\iiii igiigow Models i,«% F Approximate Models iil Hlodel
Planning  No plan | ' Plan critiquingor | | Planning | ;’"ii&bﬁééﬁi&ééﬁ&é&i&ﬁ"s ;’/’T}.-;&:aii&}{a'i |

Support TV fooooooooo- ’ | auto-completion | | Guidance i andmanagement ! | planning | 163



LLMs Assisting
Human Planners

 Similar Study with two individual groups

« With LLM assistance — presented LLM plan as plan
suggestion

 Without LL.M assistance

* With LLM assistance: 48 human planners, 33
(~69%) of them came up with valid plan.

» Without LLM assistance: 49 human planners,
39 (~80%) of them came up with valid plan.

With LLM assistance Without LLM assistance

69%

m Invalid Valid = Invalid Valid

No statistical significance in the accuracy, time-taken or the :
i cognitive load between the two groups 1

Language = @
Plan
Model s %
Suggestion =

Decision Support System

Al has come to your help!

You have a new assistant! An Al agent has come to your aid in coming up with the plan. It has given a plan suggestion for you for this problem. The
Al agent is not perfect and can make mistakes. We have initialized the interface with this plan. You can add, delete or change the order of actions in
the initialized interface. This is the plan suggestion

unstack orange block from yellow block

stack orange block on red block

Is the plan suggestion correct?

Problem to solve
As initial conditions you have that Your goal is to have that
the red block is clear the orange block is on top of the red block
the orange block is clear
the yellow block is clear
the hand is empty
the red block is on top of the blue block
the blue block is on the table
the orange block is on the table

the yellow block is on the table

This information can be accessed by clicking on @ in Plan in Progress panel.

Interface at plan writing phase with

assistance from the LLM 166



LLMs as heuristics
to sound planners

Language

LLM generated plan as a heuristic to
a sound planner like LPG

Table 3: Evaluation of GPT-4 and Instruct-GPT3 (I-GPT-3) plans as heuristics for a local search
planner LPG, on blocksworld (BW), logistics and mystery blocksworld domains.

Domain LLM Avg. Search Steps Avg. Plan Length g:rsgtanl.:ev
Empty Random LLM  Empty Random LLM
Seed Seed Seed Seed Seed Seed
Plan Plan Plan Plan Plan Plan
BW I-GPT-3 15.8 20.07 14.5 8.45 9.62 11.7 7.22
GPT-4 15.8 20.07 8.9 8.45 9.62 10.76 4.15
Logistics GPT-4 77.5 14439 513 23.7 3272 3224 15.04
Mystery BW GPT-4 15.8 2045 16.09 8.45 9.78 11.53 1.77




Connection to Case based Planning

* Note that there is an interesting parallel
between this and case based planning
systems—which retrieve an old plan
most relevant to the current problem
and try to modify the plan

* Modification by domain-specific rules [e.g.
CHEF]

Language
Model

* Modification by domain-independent
planners [e.g. PRIAR]

* LLM-CBR is different in that the case is
generated (“stitched”) on demand

e ..and LPG is in charge of correcting it

 LLM + a RAG of old plans is a related
promising strategy..

LLM generated plan as a heuristic to
a sound planner like LPG

168



Modifying LLM Next Action Generator

(SayCan)

* SayCan - LLMs are used as heuristics

* Given:
* A high-level instruction i
* A set of low-level skills TI
* Language description [, for each of the skills T € II

* LLM — provides p(l,|i) - probability that [, makes
progress towards i.
* LLMs score a set of pre-determined skills

* The scoring is done by accessing the inner log
probabilities generated by the LLM.

* Robot - provides p(c,|s, L;) - probability that
described by L, can be completed in state s.

How would you put
an apple on the

table?

I would: 1.

Human: | spilled
my coke, can you
bring me a
replacement?

Robot: | would

1. Find a coke can
2. Pick up the coke
can

3. Bring it to you

4. Done

Language x Affordance
Combined Score

\
7

LLM

I would: 1. Find an apple, 2.

find a coke can

1.00
find a water bottle

002

find a pepsi can

0.01
go to the table

0.01

go to the trash can

0.00

Find an apple 0.6
Find a coke 0.6
Find a sponge 0.6

Pick up the apple 0.2

Pick up the coke 0.2
Place the apple 0.1
Place the coke 0.1
Go to the table 0.8
Go to the counter 0.8

Value

Functions

LWM

pick up the coke can

1.00

put down the coke can

002
bring it to you

001
go to the trash can

0.00
pick up the pepsi can

0.00

bring it to you

1.00

put down the coke can

0.99
go to the trash can

0.44
done

0.00
find a water bottle

0.00

1.00

go to the trash can

003
find a coke can

002

find a water bottle

0.00
go to the table

0.00



LLM-Modulo: a principled framework for Planning
wherein LLMs can play multiple constructive roles

Problem Specification

Complete, Partial, or Abstract

¥
Interaction Loop

A

End User

(1) Refined Specification

Expert
Interaction Loop

Model Based
Critic By

Model

LLM-assisted HiL
Model-Based Critic Construction
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LLM-Modulo Framework: Summary

* LLM-Modulo is a generate-test framework with
LLMs generating candidate plans and critics
testing/critiquing them

* LLMs play a variety of constructive roles

* Generate candidate plans

* Be an approximate source of models driving
the correctness critics
*  [Guan et al, NeurlPS 2023]

* Act as style critics
* [Verma et al, HRI 2024; Guan et al, 2024]

* Help collating the criticisms from critics (and
diversify the prompts as needed)

* Help with format change—specification level,
converting to critic representations
* Preference for critics over solvers
* Correctness vs. Style
* Binary vs. Critical feedback vs. Constructive
critics
* Human intervention is minimized
* Once per domain: Teasing out domain model
* Once per problem: Specification elaboration

* Humans are not required to be in the inner
loop of the back-prompting search

" Problem Specification )

Complete, Partial, or Abstract

,
‘ Interaction Loop

(1) Refined Specification

Domain /—\
Expert
Interaction Loop

(" Model Based

Critic By |
v
Model

LLM-assisted HiL
Model-Based Critic Construction
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(6)
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Solution

Prompt Selection

(2)
LLM Response

(" Meta Controller

Critic
Agreement

(4)
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| Disgreement
J

Critic Yes/No, Style, Constructive Feedback

2
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&
a& Critic C;

© .

&
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Concrete Plan
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Related work: FunSearch, Alpha Geometry

=
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Also related to the “Compound Al Systems” movement



Bare Bones Generate-Test LLM-Modulo with
External Verifier

‘/ Problem Specification ‘

(1)

G

Large
Language
Model

At it’s simplest, LLM-Modulo is a loop with
LLM guessing plan candidates
that are tested/verified by an external critic

If the critic agrees, the solution is valid
If not, the criticism can be sent as a back prompt
back to the LLM

Valid 1‘/ Critic By
Solution &

Critic
Agreement

(4)

y |

Backprompt Critic
Disgreement

(3)

(2)
LLM Response Plan Blackboard

> Concrete Plan
Hieararchical Plan



Automated Back-Prompting with External

Verifiers

* Preliminary experiments show
that back-prompting does
improve LLM’s ability to produce
plans in the Blocks World and
Logistics

* On the average over ~4 feedback
rounds

* The performance in the Mystery
BW still doesn’t improve-—
showing that the connection to
commonsense domains/terms is
critical for LLMs to fake planning

Table 4: GPT4 Performance with Backprompting
by VAL [9]. Mystery BW had deceptive disguising.
I.C - Instances correct (within 15 feedbacks); A.F.R
- Avg. feedback rounds for correct instances.

D . I.C A.F.R
omain
GPT-4 GPT4
Blocksworld (BW) 41/50 (82%) 3.68
Logistics 35/50 (70%) 3.31
Mystery BW 5/50 (10%) 7.0

The fact that Mystery BW doesn’t improve with
Backprompting is further evidence that LLMs are
Approximate Retrievers...



Prefer Verifiers to Solvers!
[Solver = Verifier + Search]

* Although we just saw a way of
combining LLMs with external solvers,
our recommendation is that you
interface LLMs with Verifiers/Critics

e This is why the LLM-Modulo architecture
talks about a bank of critics

* You can have constructive critics and
style critics
* With solvers, you are stuck with their
expressiveness issues

* Verifiers, on the other hand, can allow

(Problem Specification )

Complete, Partial, or Abstract

(1) Refined Specification

EEEEE

CCCCCC

composability, and validating the plan to
the extent possible

e Similar to the “Human Blackboard”

architecture used in NASA mission
planning..

LLM-assisted HiL
Model-Based Critic Construction

Large
Language
Model

Finetune

Meta Controller |

Prompt Selection
Diversifioati

(5)
(2)

LLM Response

LLM-Modulo: a principled framework for Planning
wherein LLMs can play multiple constructive roles

&
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Plan Blackboard

Concrete Plan

Hieararchical Plan
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LLM-ModUulo With @ e e comoctnon
Bank of critics

" Problem Specification\‘

Complete, Partial, or Abstract

\_ =)
1
'

¥
. Interaction Loop
End User L}‘

(1) Refined Specification

The meta controller can
pool criticisms from
the critics, and also add
prompt diversification
before sending the
back prompt to the LLM

Large
Language
Model

one to verify resource usage
Can be constructive critics

The critics can also be “style critics”
Is the plan in conformance with usual
human preferences?

Critic S
@

)
S
& |/ critic C;
O(\ %
d

<L
&  citcB,
U4

Critic Yes/No, Style, Constructive Feedback

69 Critic By
T | Criic B, A
Solution
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Agreement
o (4)
/ \ Reformatter
Meta Controller
Prompt Selection Critic
Backprompt Diversification

Disgreement
(3)

(2)

LLM Response Plan Blackboard
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Types of Critics in LLM-Modulo

* Correctness vs. Style

* LLMs can’t directly critic correctness

* But can help in obtaining the model
driving the critics

* LLMs can be directly used for critiquing
style

* Critics can be
* Binary ("try again”),
* Constructive
* Point out errors in the candidate
* Suggest local repairs
* Partial (e.g. Unit Tests)

 Meta controller combines the
criticisms from the various critics
and sends it as a back prompt

* Can also do prompt diversification as
part of the process

(Problem Specification )

Complete, Partial, or Abstract

_

,
.
@ .

Interaction Loop

(1) Refined Specification

Domain /-\

Expert

/" Model Based
Critic By

LLM-assisted HiL
Model-Based Critic Construction

Large
Language
Model

‘ Synthetic
Finetune | Data
LLM

Plan Data,
Style Prompts,
Interaction Data

(6)

Critic Yes/No, Style, Constructive Feedback

Valid
Solution
Critic
Agreement
Meta Controller |
Prompt Selecllon Critic

(2)
LLM Response

'.+) Subbarao Kambhampati (Yoz50ae3: @ -
G @rao2z

Style is a dlistributional property; correctness
is an instance-level property.

LLMs (and GenAl) learn and sample from the
distribution.

Databases store and retrieve instances.
Ergo, LLMs can't self-verify correctness (or

assure factuality) and databases can't get
creative!

7:46 AM - Mar 26, 2024 - 8,635 Views
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Soundness & Completeness of LLM-Modulo

* LLM-Modulo is a Generate-Test strategy

* Soundness depends on the soundness of the
critics/verifiers
* LLMs themselves are only used for style critiquing, or to

tease-out models for the corrects critics (in a semi-
automated fashion)

 Completeness depends on the LLM’s ability to
generate a plan candidate that passes the muster
with the verifiers
* While LLMs are “significantly above average” generators,
the completeness of their generation is a function both of

(1) training data and (2) ability to generate diverse
candidates

* Prompt Diversification Strategies help here
* And can be part of the meta-controller

" Problem Specification )

EEEEE
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Tree of Thoughts (ToT)

Input Qt

* People start realizing LLMs can't plan, but with that
L] comes the illusions that they can do systematic search
} like humans

* The best way to understand the "tree" in ToT is not as a
...... search tree in the problemsolving agents, but as a

"prompt diversification tree" that is hand crafted in a
@ problem specific way!

* ToT nudges the LLM to generate hopefully more diverse

Input: 491013 candidates -- with the hope that one of those will pass the
- '_71\‘"“ 1 muster of the external verifier.
A L ;;;;I * The verifier plays a central role in ensuring soundness!
913 (lef: 101313

ey * We can come within 4% of ToT on 24 puzzle by just
367 13944 sampling 150 diverse candidates direct from the LLM!
(left:79)

— T

446510  4*6-24

(left:10)

ToT

https://twitter.com/rao2z/status/
17338457523409675337?s=20



LLMs as Style Critics & Human Preference Proxies

Theory of Mind abilities of Large Language Models in Human-Robot Interaction : An Illusion?

We investigate the potential of LLMs to serve as
effective human proxies by capturing human
preferences in human-Al collaboration settings.
LLMs can play different roles in Human-aware Al
interaction: as a Human Proxy, Translator (common
lingua franca), and the Actor.

Theory of Mind (ToM) requires LLMs to also be
able to capture human mental states, desires, and
beliefs for reward design/learning mechanisms.
Human-aware Al agents can incorporate such
reward functions to account for human-in-the-
loop’s preferences.

Mudit Verma*, Siddhant Bhambri*, Subbarao Kambhampati.

HRI 2024

Foundational Models / Large Language Models

PaLM LLaMA RoBERTa

[

Human Proxy ] Translator Actor

Human Lingua Franca

Al Agent

Figure: Different roles of an LLM in Human-Al interaction.




LL.Ms as Human Preference Proxies

Can LLMs capture human preferences?

Probing LLMs with explicability preferences:

* Under explicability preference, the human expects

the agent to behave in a certain way, and the
agent proactively attempts to model this
expectation and follow it.

* Here, the human takes the role of an observer.

Probing LLMs with sub-task specification

preferences:

* We consider a Human-Al teaming scenario where
the human plays an active role and can perform
actions in the world alongside the Al agent.

* Sub-task specification preferences involve the
agent to produce the same set of sub-tasks that
the human has in mind to achieve the team
objective.

Foundational Models / Large Language Models

RoBERTa @
Obat G?« ann

PaLM LLaMA

|

Human Proxy ] Translator Actor

<&

Human Lingua Franca Al Agent

Figure: Different roles of an LLM in Human-Al interaction.




LLMs as Behavior Critics to catch undesirable robot behaviors

Can LLMs capture human preferences in embodied Al tasks?

Pick up a bag of chips

* It may be intractable to construct formal
verifiers for tasks that have a wide scope.

* LLMs or VLMs can be a proxy of common
human preferences and undesirability

* We evaluated GPT-4V with videos of
diverse suboptimal behaviors

* GPT-4V critic catches 69% of undesirable
behaviors (recall rate) while only 62% of
the critiques are valid (precision rate)

* Results confirm the broadness of GPT-4V's
knowledge & the subpar precision of its
outputs

Hand scissors to human

11

"Task Success" is not Enough: Investigating the Use of Video-
Language Models as Behavior Critics for Catching
Undesirable Agent Behaviors

Lin Guan*, Yifan Zhou*, Denis Liu, Yantian Zha, Heni Ben Amor,
Subbarao Kambhampati.

GPT-4V: The robot
gripped the bag of chips
too tightly, causing it to
crumple and potentially
damaging the contents.

©

GPT-4V: The robot
poured the coke too
quickly, causing
excessive fizzing and
overflow of the liquid
from the glass.

@

GPT-4V: The scissors are

handed over with the
pointy ends facing the
person, which poses a
risk of injury.

Place knife on board

P

Serve orange juice

L

Place facial cleanser

BRIt

RN SN

GPT-4V: The robot
released the knife from a
height that caused it to
bounce upon hitting the
cutting board, which is
potentially dangerous
due to the sharp blade.

@

GPT-4V: The robot's arm
holding the glass of
orange juice passes over
the laptop, which poses a
risk of spilling liquid on
the electronic device.

©)

GPT-4V: The robot
dispensed facial cleanser
onto the tray instead of
placing the bottle onto
the tray.



LLMs as Behavior Critics to catch undesirable robot behaviors

Can LLMs capture human preferences in embodied Al tasks?

* It may be intractable to construct formal
verifiers for tasks that have a wide scope.

* LLMs or VLMs can be a proxy of common
human preferences and undesirability

* We evaluated GPT-4V with videos of
diverse suboptimal behaviors

* GPT-4V critic catches 69% of undesirable
behaviors (recall rate) while only 62% of
the critiques are valid (precision rate)

* Results confirm the broadness of GPT-4V's
knowledge & the subpar precision of its
outputs

"Task Success" is not Enough: Investigating the Use of Video-
Language Models as Behavior Critics for Catching
Undesirable Agent Behaviors

Lin Guan*, Yifan Zhou*, Denis Liu, Yantian Zha, Heni Ben Amor,
Subbarao Kambhampati.

Place vessel onto burner

GPT-4V:

@ The robot placed the vessel off-center on the burner,
which could lead to uneven heating or potential tipping of
the vessel.

€) (grounding error) The robot released the vessel from a
height that could cause damage to the vessel or the
stove if it were heavier or more fragile.

GPT-4V:

@ (unoperationalizable) The robot caused pasta sauce to
drip onto the counter while transferring the spoon from
the jar to the bowl.

Note: GPT-4V correctly detects the sauce spillage but
does not provide the fundamental reason for why it
occurred, thereby making it difficult to ascertain
actionable advice for behavior correction.




LLMs for Format Change/Specification Elaboration

Problem Specification

Complete, Partial, or Abstract

'
1
Q.
Interaction Loop

(1) Refined Specification

Domain - /\
Expert

Interaction Loop
/ Model Based 0

Critic By
Y
Model

A 4

Large
Language
Model

N =

(7)
——

Finetune
LLM

Synthetic
Data

Plan Data,
Style Prompts,
Interaction Data

(6)

Valid
Solution

Given that LLMs are good at format change
they can be used to
Translate problem specification
Elaborate it (with human in the loop)
Reformat the plan guess to input to the critic

<&
& citcB,

')
é,\‘{b Critic B,

| Critic By

( Meta Controller )

(5)

Prompt Selection

Backprompt Diversification

4

(2)
LLM Response

LLM-assisted HiL
Model-Based Critic Construction

Critic
Agreement

Critic Yes/No, Style, Constructive Feedback

(4)
Model Based
Critic

Reformatter

Critic
Disgreement

Plan Blackboard

Concrete Plan
Hieararchical Plan



Text to plan using GPT-3

TEXT: Windows Help and Suppeort

Start Internet explorer.

You need to eventually click on the advanced tab

But before that, click on the Internet options on the tools menu.

After the click on the advanced tab, click to clear or select the enable
personalized favorites menu check box.

ACTIONS:
click{internet,explorer), click({tools), click(internet,options), click{advanced),
click{personalized favorites), click(check,box)

TEXT: CookingTutorial

For this recipe you need to let the beef simmer for 30 minutes.
After that, make sure that you don't start cooking oats right away.
You have to first measure their quantity which needs to be 150g.
Then cook them and pour the vegetables with the meat.

ACTIONS:
let(beef.simmer), measure{quantity,cats), cook{oats), pourlvegetables,meat)
TEXT: WikiHow Home and Garden

You can decorate your floor anytime.
But before decorating your floor it's important that you paint your walls first.
After painting your walls, remove all furniture In the room.

ACTIONS:
paint{walls), remove(furniture), decorate{floor)

Figure 2: Query examples on WHS, CT and WHG. Each
query was input to Davinei along with two preceding train-
ing instances containing the largest proportion of optional
and exclusive actions. The output is shown in regular text
while the input is displayed in bold.

O Workshop on KEPS (ICAPS’21)
O Workshop on Planning for Financial
Services (ICAPS’21)

Action names Action arguments
Model WHS CT WHG WHS CT WHG
EAD 86.25 64.74 5349 5771 51.77 3770

CMLP 83.15 83.00 6736 4729 34.14 3254
BLCC 90.16 80.50 69.46 9330 7633 7032
STFC 62.66 67.39 6275 3879 4331 4275
EASDRL 9346 84.18 7540 95.07 7480 75.02
cEASDRL 97.32 89.18 8259 9278 7581 76.99

GPT-3

Davinci 86.32 58.14 4336 2250 29.63 2225
Curie 75.80 3557 2241 3175 22.16 1379
Babbage 6259 20.62 1495 2291 1259 733
Ada 60.68 14.68 890 1791 413 227

Table 3: F; scores for all actions and their arguments ac-
cross the WHS, CT and WHG datasets for the state-of-art
sequence extraction models and GPT-3. State-of-art task-
specific model £ scores are extracted from Miglani and
Yorke-Smith (2020); Feng, Zhuo, and Kambhampati (2018)
and represent their best possible recorded performance.

We investigated how GPT-3, one of the most recent
transformer-based language models, can be used to extract
structured actions from natural language texts. We find that
these models achieve comparable, and in some cases better
scores than previous state of the art task-specific methods

* Impact: Existing knowledge in the form of textual procedures
and plans can be translated into formal representations to aid
novice Navy personnel understand and carry out complex
procedures. The translated procedures can also be leveraged
by other automated systems in-place.
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LLM+P: Empowering LLMs with Optimal
Planning Proficiency

(Context is crucial).

Planner: Problem PDDL + Domain PDDL --> PDDL Plan
LLM: PDDL Plan --> Natural Language Plan.

LLM as a planner:
* Lacks the ability to reason about preconditions.

* Performs poorly in Domains that require an understanding of complex spatial relationships.

Context

Problem (P)

-

Ex. P & Ex. PDDL Domain PDDL

—>

_>

"BD % Plan
LLM Ple mncr

Problem PDDL PDDL Plan

~

LLM translates Natural Language Problems into Problem PDDL by in-context Learning.

Success Rate %

J

LLM + P (In-context Learning)

Domain

LLM-As-P (noctx.) LLM-As-P LLM+P (noctx.) LLM+P
BARMAN 0 0 0 85.0+0.0
BLOCKSWORLD 0 0 0 56.7+2.9
FLOORTILE 0 0 0 533429
GRIPPERS 10.0 15.0 0 95.0 +0.0
STORAGE 0 0 0 65.0+0.0
TERMES 0 0 0 31.7+29
TYREWORLD 0 40.0 £5.0 0 80.0 +0.0

Liu, B., Jiang, Y., Zhang, X., Liu, Q., Zhang, S., Biswas, J., & Stone, P. (2023). LIm+ p: Empowering large language models with optimal planning proficiency. arXiv preprint 189

arXiv:2304.11477.



User input prompt:
<Task explanation> + <Few-shot examples> +

Environment settings: [name: rooml, color: red, position and size: [-1, 2, 0, 4], function:

kitchen], [name: room2, color: purple, position and size .., function: livingroom], [name: room3,
color: pink, position and size .., function: bedroom], [name: roomd, color: blue, position and
size .., function: restrooml] , [name: room5, color: blue, position and size .., function:
restroom2] ..

Instruction: Enter two rooms with closest color to red but not pure red, and always do not enter
the blue area.

LLM responsel:

* LLMs are being used as translators and o BT T e e

‘prop_1’ : [‘enter(rooml)’, ‘enter(room3)’];
13 ‘prop_2' : [‘or’, ‘not_enter(room4)’]
Ve rl Iers Full STL : [‘and’, ‘finally’, ‘enter(rooml)’, ‘enter(room3)’, ‘globally’, ‘or’, ‘not_enter(roomd)’]

Syntactic checker prompt:
Your predicted prop_1 lacks one operator with two leaf nodes. One example of syntactic correct

* They translate from natural language to Z5cnat Shouid bu LiEs [Tan, Semcacizveal)', ‘bater(roett)"}; Tour pradicted pr 2 ovne o extre
Signal Temporal Logic representation.

format should be like [‘not_enter(roomd)’]

LLM response2:
transformed sentence: finally prop_l and globally prop 2.

. . Lifted TL : [‘and’, ‘finally’, ‘prop_l’, ‘globally’, ‘prop_2']
* An STL planner is used to come up with e e emertreony - e e )
‘prop_2’ : [‘or’, ‘not_enter(room4)’ , ‘not_enter (roomS)’]
Ians Full STL : [‘and’, ‘finally’, ‘and’, ‘enter(rooml)’, ‘enter(room3)’, ‘globally’, ‘or’,
. ‘not_enter(room4)’, ‘not_enter(room5)’]

Syntactic checker:

* Re-prompting technique is used on the LLM

Trajectory generated by STL planner:

translator and the verifier to improve

State sequence generated from trajectory:

performa nce [[in(road), 0], [in(red kitchen), 0.5], [in(blue restroom2), 1.2], [in(pink bedroom), 1.5], ..]

Semantic checker prompt:
Based on your predicted STL, the state sequence of the generated trajectory is: [in(road) at time

0, in(red kitchen) at time 0.5, in(blue restroom2?) at time 1.2, in(pink bedroom) at time 1.5, ..].

HouseWorldl  HouseWorld2  Chip Challenge

ft ti t hard ti t hard t Please print the initial instruction again and check whether this state sequence follows the

(soft time cst.) (hard time est.)  (hard geo. cst.) instruction. Let us do it step by step, first specifically explain the semantic meanings of the
instruction, and then list all the available rooms in the given environment, then determine the

GPT-4 end2end 9'5% 95% 0% rooms planned to visit or avoid and whether the trajectory is consistent. Next modify or keep the

i . final STL based on above analysis. First output your thinking steps and in the last line output the
GPT-4 naive task planning 90% 45% 0% full final STL beginning with STL: .

SayCan 90% 47.5% 0% output:
GPT-4 task planning/feed. 92% 49% 0% LLN response3: ) , .
GPT-4/STL 43.5% 42% 42.7% Vieit rooms and Towm3, and avold both rooms and recms. mhe medifisa STL snould ber
GPT—4/STL/Syn 595% 59% 70% ina: : [‘and’, ‘fina ', ‘and’, ‘enter(room2)’, ‘enter(room3)’, ‘globa ’, ‘and’
GPT-4/STL/Syn./Sem. (AutoTAMP) 82.5% 82% 87.7% Toon, eatec(rosnty -, oo nve(rocasy 1) ¢ (SRRSS(RRORE), Tglobaniy’s teed”




Generating Synthetic Data

(Self-Instruct LLM-Modulo Way)

" Problem Specification\

Complete, Partial, or Abstract
N

¥
‘ Interaction Loop

(1) Refined Specification

Expert
Interaction Loop
/ Model Based N\
Critic By
Y
Model
A 4

LLM-assisted HiL

G

Large
Language
Model

S

. = s
< & Synthetic
Finetune Data

LLM =

Plan Data,
Style Prompts,
Interaction Data

(6)

Valid
Solution &

( Meta Controller )

(5)

Prompt Selection

Backprompt Diversification

(2)
LLM Response

Model-Based Critic Construction

Critic
Agreement

Critic Yes/No, Style, Constructive Feedback

(4)

Critic
Disgreement

Finally, since the solutions coming
out of LLM-Modulo frameworks

are sound, they can be used to
build a corpus of synthetic data

that can be used to fine-tune the
LLM so its guesses improve..
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LLMs for Extracting Planning Knowledge

Since LLMs are approximate

knowledge sources, they can also

be helpful in acquiring domain
% P models (with human in the loop)

Problem Specification @)
7
(# Synthetic
Finetune Data
UM ~

Plan Data,

. e Style Prompts,
‘ / Interaction Data
¥
Interaction Loop

End User L}v (6)
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LLMs for constructing domain/world
models (Model Co-Pilot)

Step 1. PDDL
Construction
Prompt
* User command
Natural-language description
of available actions or skills
» Description of the domain
» Environment observation
l Step 2.
Human
Pre-trained LLMs Environment Correction
feedback
l & ,V ~
Human ! \
Plans feedback \ I\
98 »
Step 3.
Planning with
two hybrid
approaches

Using LLMs Directly as Planners

Natural-language

description of available
actions or skills

« Description of the

domain

PDDL
Parameters:

Preconditions:

Effects: 4
\4"(

Prompting

¥

Pre-trained
LLMs

v

Plans

LLM’s have universal high-recall (they will never shut up!),

but questionable precision
Automated Planners are guaranteed correct

but for planning problems that they can handle

Y
o]
y

-«—

—

Corrections
to PDDL

—

Feedback
information
such as
unmet
preconditions

t

Goals

—_— &
PDDL .

PDDL
Parameters:
Pre-trained _———
LLMs e Preconditions:
Validation Tool for PDDL: brief
but readable error messages to Effects:
capture syntax errors
Pre-trained i
LLMs LLMs translate PDDL Domain
into natural language Experts
as a middle layer or - > To capture
g — ;
interface between factual errors like
PDDL and sources Feedback in natural missing
of natural-language language preconditions or
feedback incorrect effects
| LPG
| +
I LLM Plans as
| Heuristics
; Goals
| & — or —» Plans
| PDDL .
| e Domain
1 Independent
| S NeurlPS 2023
I

(e.g., Fast Downward)




LLMs for constructing world models

. We teste d on three domains Domain | #of actions # of params and literals | # of GPT-4 errors  # of GPT-3.5-Turbo errors

Household | 22 271 53 218+
1. Household domain Logistics | 6 54 2 38
Tyreworld | 13 108 4 94+

2. Logistics

3 Tyreworl d Table 1: The number of errors in the domain models produced by the LLMs for each of the domains.
) A "+" mark indicates that the generated model is excessively noisy, making it challenging to determine
an exact number of errors.

Action description Action description

If’ss:::i:nt:::bi;: c?:rr:::;p;: t:ﬁgl:o:o:m:i;gizili::i::fiiik; :??ldiil::: :::oi1§:;3::1b5) to This action enables the agent to load a package into a truck. For example, load a package 1 into a
< light bulb 1 off. <~ truck 1.

GPT4: Toggle a small appliance off GPT-4: Load a package into a truck

Parameters: Parameters:

1. ?7r - robot: the robot performing the action 1. 7?p - package: the package to load

2. 70 - householdObject: the small appliance to be toggled off 2. 7t - truck: the truck to load the package into

3. 7f - furnitureAppliance: the furniture or appliance where the small appliance is located 3. 71 - location: the location where the package and truck are
Preconditions: Preconditions:

(and (and

(robot-at ?r 7f)
(object-in-on-furniture 7o 7f)
(robot-gripper-empty 7r)

(package-at ?p 71)
(truck-at 7t 71)

(appliance-on 70) )
Effects:
: (and
%:i;cts. - (not (package-at ?p ?71))
(not (appliance-on 70)) , (package-in-truck 7p 7t)
)
Example from Household domain Example from Logistics domain
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T

he Kind LLMs are only Too Happy to glvel]

(Incomplete Symbolic Model
e Includes potentially missing
information and mistakes

e But still provides useful information

about task
\_
Extract information from the model
that is guaranteed to be correct

Use landmarks as subgoals
e Example: door-open, at-destination ...

@ Derive reward functions

Diverse set of skills learned per landmark

e Example: multiple ways to get to the
door in the image on the right

[ICML 2022]



Code as (Hierarchical) Policies

Original LLM Prompt

# define function: get_objs_bigger_than_area_th(obj_names, bbox_area_th).
def get_objs_bigger_than_ area _th(obj_names, bbox_area_th):

LLM Response with Unrecognized Function return [name n_obj_names
— iflget ObJ bbox_areajname) > bbox_area_th]

Code Parser

Extracts task Prompts again for any missing functions found

reduction Re—prompt E # define function: get_obj_bbox_area(obj_name).
schema from def get_obj_bbox_area(obj_name):

x1, y1, x2, y2 = get_obj_bbox_xyxy(obj_name)
LLM! LLM Response | return (x2 - x1) * (y2 - y1)
| |
Parses new response and recursively

prompts for any missing functions if needed

Liang, Jacky, et al. "Code as policies: Language model programs for embodied control." arXiv preprint
arXiv:2209.07753 (2022). Prompts are from that paper.
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I'm going from Seattle
to California from

Planning

The plan must adhere to [Tool] CltySearch[Camomla]r

l|certain constraints, e.g., user [Result] Francisco, Los
1 [Ineeds and commonsense. It's geles, ., San Dieg &
User + [{alsovital to ... [Tool] FlightSearch[Seattle, San Francisco,
2023-11-06]
User Needs (Hard Constraints) [Result] 1o #1:gnts.

Travel Planning Benchmar

Budget: $6000 9, .
2. Room Type: Entire Room [Tool] FlightSearchSeattle, Los Angeles,
5 ! 3. Room Rule: Pet-friend| 2023-11-06)
Let’ me help! To solve ly [Result] Jht N 3
this problem, | need to - Commonsense Constraints 140-16:12, ’
(1) analyze certain == |1. Reasonable City Route
constraints, g glverse /?:teslz:lrants ,g. [Tool] DistanceMatrix[Los Angeles,
| iverse Attractions San Diego, taxi]
ﬁ) °°':‘°°‘ mfon:latlon Agent 4. Non-conflicting Transportation [Result] 5. 1 ins,
rough reasonabie use| 5. Accommodation meets Minimum Night pistance: ,
of necessary tools.
Delivery Plan [Tool] TransportationSearch[San
; "4 |Diego,Seattle, 2023-11-10)
. Toolbox = . [Result] ! : F189,
[ . CitySearch(-) [ (7:59 ), Cost: $30 Q
- AttractionSearch(-) [ [Tool] AccommodationSearch[Los Angeles]
. FlightSearch () [ : <" |[Result] 'cozy moon for U, 5130

. DistanceMatrix (-)

Interaction with Environment

Roo allowed

4 . RestaurantSearch( ‘) o +
ro O Se |n e . Accommodationsearch (<) 2023-11-06 o
Los Angeles.
1 61
t n

Cost: $12(
ry buiding studio

[Tool] RestaurantSearchiLos Angeles]
[Result] The Attraction, ne:Fren

. . .
b T h re e d I ffe re n t ty p e S Of C O n St ra I n t S Figure 1. Overview of TravelPlanner. Given a query, language agents are tasked with employing various search tools to gather information.
Based on the collected information, language agents are expected to deliver a plan that not only satisfies the user’s needs specified in the
. .
* Environment constraints

query but also adheres to commonsense constraints.

Table 1. Constraint description. The env constraints are d through the feedback received from the environment,
4 CO l I l | I l 0 n -S e n S e CO n St ra I n ts assessing whether the language agent can adjust its plan appropriately. The cc ints and hard cc ints are eval d
based on how well the agent’s plan aligns with these specific criteria.
Constraint Description

* Hard constraints e

Unavailable Transportation ~ There is no available flight or driving information between the two cities.

Unavailable Attractions There is no available attraction information in the queried city.
[ G PT_ 4_T b 0 Commonsense Constraint
urpo coulid soive only o (OuUuto fomin i s Ofeais, il b o =
o ‘Within Sandbox All information in the plan must be within the closed sandbox; otherwise, it will be considered a hallucination.
) Complete Information No key information should be left out of the plan, such as the lack of accommodation during travel.
1 000 q u e r I e S ) Within Current City All scheduled activities for the day must be located within that day’s city(s).

Reasonable City Route Changes in cities during the trip must be reasonable.

Diverse Restaurants Restaurant choices should not be repeated throughout the trip.

Diverse Attractions Attraction choices should not be repeated throughout the trip.

« ) )
o N Ot S r r S n I We S h O t h a t L L M S C a n t . Transportation choices within the trip must be reasonable. For example, having both “self-driving” and “flight” would
u I I . W Non-conf. Transportation be considered a conflict. © <

Minimum Nights Sta The number of consecutive days spent in a specific accommodation during the trip must meet the corresponding
g Yy required minimum number of nights’ stay.

even stack blocks correctly, there’s surely e

. Budget The total budget of the trip.
n O h O p e fo r t ra Ve | p | a n n | n g t h at h a S I Ots Of Room Rule Room rules include “No parties”, “No smoking”, “No children under 10", “No pets”, and “No visitors”.
Room Type Room types include “Entire Room”, “Private Room”, “Shared Room”, and “No Shared Room’”.
Cuisine Cuisines include “Chinese”, “American”, “ltalian”, “Mexican”, “Indian”, “Mediterranean”, and “French’”.

i I
CO n St ra I n t S o Transportation Transportation options include “No flight” and “No self-driving”.

Xie, J., Zhang, K., Chen, J., Zhu, T., Lou, R., Tian, Y., ... & Su, Y. (2024). TravelPlanner: A Benchmark for Real-World Planning with Language Agents. arXiv preprint arXiv:2402.01622.



Adapting LLM-Modulo Framework For Travel Planning

Final Pass Rate by Model and Iteration

7 Format Critics
. 20%| lin ot 135t
« Validate Json i _gp‘ p
= < ~llm_modulo_gpt-3.5-turbo_common
— Valid (7) < . (s:m"":r e ~lim_modulo_gpt-3.5-turbo_hard
PrObIem m Eaymon Critic key-value pairs 15% ‘:::::Z:::::ggi:jﬁr:fum
“pe . 0
M Specification s Agreement Commonsanse constrin P
A 2
= * Ci Information 2
I'm going from Seattle to California from E Back |, : <€ S i withi 310%
November 6 to 10, 2023. | have a budget of P Meta COﬂtl’O" er ::;Ivny within current g & o
SG;J&O. For lodg:;\g | prefer an ::(ire ro?m » (¢)] rompt . o (5) s Divorse Alactions 5
and the accommodations must be pet- friendly. <« onsolidating = S K
\ y Critic =
% (o) Backprompts  pjsoreement | | Hard constraint critics 5
(1) | User Que « Budget )
Q v : <« . \Fl‘alig'ei"rransponation =
« Room Type
4
Prompt o A | (4) . , " . . 0
Generator ] . Iteration
: Max Tries = 10
. \ Reformatter at\vs 2405.20625
1. Instructtion Prompt (2) GJ Natural language plan to Json N €5 > arxiv:ca0>.
ﬂighi (:‘t)ol:t:I:tleT::ormallon oo m Computer Science > Artificial Intelligence
8. butput’Forr‘nal Initial a * [Submitted on 31 May 2024]
& Exanpie Ouenyianc Ou// Erompt Robust Planning with LLM-Modulo Framework: Case Study in
I (3) LLM Response i Plan Blackboard Travel Planning
i Concrete Plan Atharva Gund.awar, Mudit Verma, Lin Guan, Karthik Valmeekam, Siddhant Bhambri, Subbarao
Kambhampati

As the applicability of Large Language Models (LLMs) extends beyond traditional text processing tasks,
there is a burgeoning interest in their potential to excel in planning and reasoning assignments, realms
traditionally reserved for System 2 cognitive competencies. Despite their perceived versatility, the
research community is still unraveling effective strategies to harness these models in such complex
domains. The recent discourse introduced by the paper on LLM Modulo marks a significant stride,
proposing a conceptual framework that enhances the integration of LLMs into diverse planning and
reasoning activities. This workshop paper delves into the practical application of this framework within
the domain of travel planning, presenting a specific instance of its implementation. We are using the
Travel Planning benchmark by the OSU NLP group, a benchmark for evaluating the performance of LLMs
in producing valid itineraries based on user queries presented in natural language. While popular
methods of enhancing the reasoning abilities of LLMs such as Chain of Thought, ReAct, and Reflexion
achieve a meager 0%, 0.6%, and 0% with GPT3.5-Turbo respectively, our operationalization of the LLM-
Modulo framework for TravelPlanning domain provides a remarkable improvement, enhancing baseline
performances by 4.6x for GPT4-Turbo and even more for older models like GPT3.5-Turbo from 0% to
5%. Furthermore, we highlight the other useful roles of LLMs in the planning pipeline, as suggested in
LLM-Modulo, which can be reliably operationalized such as extraction of useful critics and reformulator
for critics.



Results on Travel Planning Benchmark

Model Delivery = Commonsense Hard Final Pass

Rate Pass Rate Pass Rate Rate

| Micro Macro | Micro Macro |

Direct gpT—3.5—Turbo 99.4 61.5 3.9 11.2 2.8 0.0
Direct gpT—4—Turbo 100 84.9 25.6 51.9 244 4.4
LLM Modulo [AH]GPT—S.S—Turbo 97.8 59.8 13.3 14 6.7 5
LLM Modulo [Common]gpT—3.5—Turbo 100 67.9 16.7 14 5 2.8
LLM Modulo [Hard]gpT—3.5—Turbo 100 61.3 4.4 10.7 5.6 1.6
LLM Modulo [Json]apT—3.5—Turbo 100 61.3 4.4 10.2 3.9 1.1
LLM Modulo [Alll¢pT—4—Turbo 100 89.2 40.6 62.1 394 20.6

Table 1. We report the results on TravelPlanning Validation set following (Xie et al., 2024). Grayed out results on CoT / ReAct / Reflexion
variants are reported from (Xie et al., 2024) for completeness. Directmodel are reproduced baselines as implemented in (Xie et al., 2024).
LLM Modulo[Crtic] o4 represents the critics used during the LLM-Modulo planning with model M. Values are percentages of delivery
rate, micro and macro commonsense and hard constraints and finally, success rate defined as Final Pass Rate as in (Xie et al., 2024).



s LLM-Modulo just Shoe-Horning LLMs?

(Why bother with LLMs when we already have formal planning systems?)

* Formal planning systems provide
soundness and completeness guarantees
* ..but only with respect to the class of
problems they can handle

o _for which there are hand-coded/learned
models

* It becomes the end user’s responsibility to
check if their problem falls in the class
handled by a planning system!

* In contrast, LLMs will always guess
solutions-—albeit without guarantees

e LLM-Modulo framework is an attempt to
keep the best of both worlds

* Allow end user to pose any problem;

* Ensure that the solution being sent out is
verified by the bank of critics..
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Two theses of knowledge representation:
Language restrictions, taxonomic
classification, and the utility of
representation services

Jon Doyle, Ramesh S. Patil
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Abstract

Levesque and Brachman argue that in order to provide timely and correct responses in
the most critical applications, general-purpose knowledge representation systems should
restrict their languages by omitting constructs which require nonpolynomial worst-case
response times for sound and complete classification. They also separate terminological
and assertional knowledge, and restrict classification to purely terminological
information. We demonstrate that restricting the terminological language and classifier
in these ways limits these “general-purpose” facilities so severely that they are no longer
generally applicable. We argue that logical soundness, completeness, and worst-case
complexity are inadequate measures for evaluating the utility of representation services,
and that this evaluation should employ the broader notions of utility and rationality
found in decision theory. We suggest that general-purpose representation services
should provide fully expressive languages, classification over relevant contingent
information, “approximate” forms of classification involving defaults, and rational
management of inference tools.
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Recap

* In any of the frameworks that
involve LLMs, external verifiers play
a central for ensuring soundness

* LLMs are idea generators without
guaranteed correctness

* Different prompting strategies help
increase the chance of sampling
workable solutions

* LLM-Modulo unified planning
framework that:
o Summarizes constructive roles that
LLMs can play
o Includes the minimum set of
components (e.g., set of critics) that

ensure the correctness of output
plans
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Planning, Scheduling, Reinforcement Learning

* Planning/Sequential Decision Making: Given a set of objectives, come up with a
course of actions (policy) to achieve them (optimally)

» Standard planning (and RL) assume the possible actions that the agent can take (and their
“models”) are given up front

* MacGyver Planning involves coming up with the actions AND sequencing them

* Scheduling: Given a set of tasks/jobs, and a choice of actions for accomplishing
each of the tasks, assign actions to tasks so there are no undesired interactions

* Planning is more general than scheduling (One difference is precondition cascading — adding
an action to achieve something makes you subgoal on the the preconditions of that action..).

* Planning is P-Space Complete (even for STRIPS) and Scheduling is NP-Hard

* (Model-Based) Reinforcement Learning: The agent acts in a (hopefully ergodic)
environment and slowly learns the “action models”—and plans with that model.



LLM’s Can’t Plan; But they can help planning
in LLM-Modulo Frameworks

LLMs can’t plan in Autonomous Modes LLMs can support planning (and expand the

(and man\LcIaims to the contrary are range of planning tasks) in LLM-Modulo

guestionable) Frameworks

e LLMs can’t do planning in * LLMs can be used in conjunction
autonomous mode with external verifiers and solvers

in an LLM-Modulo framework
(with the verifiers doing back
prompting )

* CoT, Fine Tuning etc. don’t help
that much (as they don’t generalize

enough) _ * In the LLM-Modulo framework, LLMs
* They can’t improve by self- can play multiple roles

verification (since they can’t self- * Guess plans

verify!) * Guess domain models
 Having humans iteratively prompt ) E;;ngﬁg?ﬁ{ﬁte the problem

is an invitation for Clever Hans e Translate formats

effect..
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(and man\LcIaims to the contrary are range of planning tasks) in LLM-Modulo

guestionable) Frameworks

* LLMs can’t do planning in * LLMs can be used in conjunction
autonomous mode with external verifiers and solvers

* CoT, ReACT, Fine Tuning etc. don’t in an LLM-Modulo framework

(with the verifiers doing back

help that much (as they don’t prompting )

generalize enough)

 They can’t improve by self-
verification (since they can’t self-
verify!)
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Wanna argue that LLMs *can* plan?

Pick a domain with a high branching factor of unenumerated actions;
where the inter-action interactions are low.

Wanna argue that LLMs *can't* plan?

Pick a domain with few enumerated actions, but the action interactions
are nontrivial.
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Position: LLMs Can’t Plan, But Can Help Planning in LLM-Modulo Frameworks
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@ LLMs can’t plan

Performance of SOTA LIMs in Plan Generation

Instances Correct (%)
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Concrata ion

O LLM-Modulo is a generate-test framework with LLMs

generating candidate plans and critiquing them

0O LLMs play a variety of constructive roles

0O Generate candidate plans

Q Be an approximate source of models driving the
correctness critics [5]

o

Act as style critics [7, 8]

[}

Help collate the criticisms from critics (and diversify
the prompts as needed)

0O Help with format change — specification level,
converting to critic representations [10]

0 Preference for critics over solvers

QO Correctness vs. Style
Q Binary vs. Critical feedback vs. Constructive critics

QO Human intervention is minimized

0O Once per domain: Teasing out domain model
0 Once per problem: Specification elaboration

0 Humans are not required to be in the inner loop of
the back-prompting search

e ———— -

@ LLM-Modulo Case Studies

1. Results on PlanBench [9]

bomains | Instances comect | (LcCLC
Rounds
Blocksworld (BW) | 41/50 (82%) 368
Logistics 35/50 (70%) 331
Mystery BW 5/50 (10%) 7.0

2. Results on Travel Planning Benchmark [6]
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