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Defenses



Existing Countering/Defense Unlearnable Examples

Training-time defense

Pre-training processing

• Adversarial Training
• Adversarial Augmentations
• Progressive Staged Training 

• Cutout
• Cutout-mix
• Mix up

• Not strong performance
• Time-consuming
• Modify the standard model training 

protocol

• Efficient
• Slightly modify the standard model training 

protocol
• Bad performance

• JPEG Compression
• Bit depth decrease
• Grayscale

• Efficient
• No need to modify the standard model 

training protocol
• Not strong performance
• Effect on the visual quality

• Purify with diffusion model

• Superior performance (around 4-5% drop)
• Efficient
• No need to modify the standard model 

training protocol
• Need clean data to train the diffusion, thus 

not practical



A VAE CAN EFFECTIVELY MITIGATE THE IMPACT OF POISON PATTERNS 
WITH ITS CONSTRAINED REPRESENTATION CAPACITY 



THEORETICAL ANALYSIS AND INTRINSIC CHARACTERISTICS



Perturbations which create strong attacks tend to have a larger inter-
class distance and a smaller intra-class variance 



Error when aligning with a normal distribution 



Perturbations that make strong attacks tend to suffer from larger errors 
when estimating with distributions subject to the constraint on the KLD 



Class-conditional entropy of the perturbations is comparatively low, 
indicating that the perturbations can be reconstructed by 
representations with limited capacities 



D-VAE: VAE with perturbations disentanglement 



Purify UEs with D-VAE 



Validate the effectiveness of the disentanglement
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Experimental results on UEs purification



Comparison of existing defenses & Ablation Study



Partial poisoning and UEs detection & Increasing the amounts of UEs



Thanks for listening!


