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TVE generates the meta-attribution g hat and h hat; and updates the parameters of E(• | θ) to minimize the loss function Lθ.
The pre-training of E(• | θ) is guided by the meta-attribution instead of specific tasks. This empowers the trained E(• | θ) to 
remain impartial towards specific tasks, providing the flexibility for seamless adaptation across various downstream tasks.
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1.1 Transferable Vision Explainer (TVE)

The meta-attribution is defined as a tensor that versatilely encodes the reusable attribution knowledge for explaining downstream 
tasks. In the following Figure, meta-attribution is a three-dimensional tensor. It attributes the importance of input patches to each 
element of the embedding vector for the meta-attribution. Each PxP slice of this tensor corresponds to PxP patches within the input
image, encoding their importance to a specific dimension of the embedding vector. In this way, the meta-attribution inherits the 
adaptability of the embedding vector, making it versatile enough to adapt various explanation tasks in downstream scenarios. 

Existing work is constrained to explaining the behavior of individual model predictions, and lacks the ability to 
transfer the explanation across various models and tasks. This limitation results in explaining various tasks being 
time- and resource-consuming. The primary goal of TVE is to achieve transferability through a pre-training process 
on large-scale image datasets, such that it can seamlessly explain various downstream tasks.

• The salient patches emphasized by TVE’s explanation reveal semantically meaningful patterns. 
• TVE does not rely on pre-processing of the image or post-processing of the explanation heatmap. 
• Different model architectures make predictions based on distinct image elements. 

• Both TVE and ViT-Shapley are pre-trained on the large-scale ImageNet dataset, and transferred to the downstream datasets 
without additional training. TVE has stronger transferability than ViT-Shapley.
• The pre-training of TVE significantly contributes to explaining downstream tasks. 
• It is more faithful to explain downstream tasks based on the task-specific classifiers. 

• TVE consistently exhibits promising performance in terms of both Fidelity+(↑) and 
Fidelity−(↓), outperforming the majority of baseline methods.

• TVE exhibits significant strengths in both Fidelity+(↑) and Fidelity−(↓), highlighting 
its effectiveness in identifying both important and non-important features.


