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Reinforcement Learning 
max

θ
J(θ) := max

θ
𝔼 s1 ∼ ρ

ah ∼ π( ⋅ |sh)
[RH(s1)]

Zeroth-Order Model-Free 

• no assumptions over dynamics 

• policy  is trained via the 
Policy Gradients Theorem 

 

• Works well with little assumptions! 

• Widely considered to 

• Solve complex tasks 

• Notoriously sample inefficient

πθ( ⋅ |sh)

∇[0]
θ J(θ) := 𝔼ah∼πθ(⋅|sh)[RH(s1)

H

∑
h=1

∇θlog πθ(ah |sh)]

First-Order Model-Based 

• Assumes dynamics are known (usually 
learned) 

• Policy  is trained via analytical 
gradients through the model 

 

• Requires more assumptions 

• Widely considered to 

• Have less variance 

• Underperform against model-free

πθ( ⋅ |sh)

∇[1]
θ J(θ) := 𝔼ah∼πθ(⋅|sh)[∇θRH(s1)]



Learning through contact in differentiable simulation

• Differentiable simulators enable differentiating through contact 

 

 

 at  

• However,  with some prob. 

• Under finite samples N: 

• First-order grad bias is high with low samples 

• Zeroth-order grad bias is low throughout

H̄(x) =
1 x > ν/2
2x/ν |x | ≤ ν/2
−1 x < − ν/2

x ∼ πθ( ⋅ ) = θ + w w ∼ 𝒩(0,σ2)

∇θ𝔼πH̄(a) ≠ 0 θ = 0

∇θH̄(a) = 0



Learning through contact

∥𝔼[∇[1]
θ J(θ)] − 𝔼[∇[0]

θ J(θ)]∥ = ≤ H4B2
r B2

π 𝔼a∼π

H

∏
t=1

∥∇f(st, at)∥2

Bias
1. Stiff contact approximation leads to high first-order gradient bias 

2. The longer the horizon, the higher the bias



Stop trajectory rollout





Adaptive Horizon Actor Critic (AHAC)
Building on Short Horizon Actor Critic (SHAC)
Xu et al. Accelerated Policy Learning with Parallel Differentiable Simulation (2022)

J(θ) :=
t+H−1

∑
h=t

γh−tr(sh, ah) + γtVpsi(st+H)

s . t . ∥∇f(st, at)∥ ≤ C ∀t ∈ {0,..,H}

ℒπ(θ, ϕ) =
t+H−1

∑
h=t

γh−tr(sh, ah) + γtVψ(st+H)

+ϕT
∥∇f(st, at)∥

⋮
∥∇f(st+H, at+H)∥

− C

ℒV(ψ) :=
t+H

∑
h=t

∥Vψ(sh) − ̂V(sh)∥2
2
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Asymptotic performance

• Standard locomotion benchmarks 

• Compare against zeroth-order (PPO and SAC) and first-order (SHAC and 
SVG) baselines







Summary results across all tasks

• 50% Interquartile Mean (IQM) with 95% Confidence Interval (CI) 

• AHAC achieves 40% higher reward than PPO across all tasks



More at: https://adaptive-horizon-actor-critic.github.io/


