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LLM-Guided Planner

Analysis of Search Methods
Heuristic Tree Search with LLM-based 

Descriptors

Instruction: Generate a list of top-5 
metallic catalysts for the adsorption 
of *CO

["Platinum (Pt)", "Palladium 
(Pd)", "Gold (Au)", "Nickel 
(Ni)", "Copper (Cu)]

Instruction: 
search within 
transition metals
Instruction: 
search within 
metallic catalysts 
including high CO 
adsorption capacity
Instruction: 
search within 
metallic catalysts 
excluding poor CO 
selectivity

['Rhodium (Rh)', 
'Ruthenium (Ru)', 
'Iron (Fe)', 
'Silver (Ag)', 
'Iridium (Ir)’]

Instruction: filter 
candidates with low 
stability

Instruction: 
constrain with high 
resistance to CO 
poisoning

Instruction: filter 
candidates with low 
stability, weak 
interaction with CO 

[…]

[…]

New Candidates

Created w/ original prompt 

+ context

Translation to Computational Chemistry

Reward Estimation for Chemical 
Reaction Pathways
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*CHOH
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CO2 → Methanol

Final Reward Value

Known Reference 
Values

Copper-Zinc 
Catalyst

LLM Answer

[“Cu”, “Zn”]

Parse Symbols

Catalyst  Atoms

Place Molecule

Analysis of rewards for 4 different prompting methods:

ChemReasoner methods outperform chain-of-thought and self 
consistency methods across each dataset and each LLM

GNN Compared to DFT

Lessons Learned
• Many structures which produce low GNN-based binding 

energies may be unstable when calculated with DFT.
• DFT calculations may not converge for poorly mixed alloys, while 

GNN calculations are less sensitive mixing
• Generating 3D materials structures remains a challenge in 

AI4Science

• Chain-of-thought: Standard 
prompting with “Let’s think 
step-by-step”

• Self consistency: Highest 
reward answer from 10 
chain-of-thought prompts

• ChemReasoner Expert: Tree 
search with expert specified 
catalyst descriptors

• ChemReasoner Planner: Tree 
search with LLM planner-
guided catalyst descriptors
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Each path in the tree is a “reasoning pathway.” LLM generated 
catalyst descriptors narrow the search to more specific answers

LLM answers are translated to 3D atomic structures for evaluation. 
The GNN is used to relax the structures and find the minimum energy
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Chemical reactions occur in branching pathways of intermediate 
states. The reaction will take the path with the smallest hill to climb 

The LLM uses context from the previous prompts and candidates to 
determine the next set of catalyst descriptors with scientific reasoning
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The accelerated development of innovative clean energy technologies is imperative to 
meet the US Government’s aggressive 2030 and 2050 net-zero CO2 emission target. 
Catalysts play a ubiquitous role in producing renewable fuels and chemicals to achieve 
world-wide net-zero goal

Monolithic AI-foundational models lack the ability to propose novel configurations with 
sufficient mechanistic understanding of elementary steps. To tackle this issue,  we 
propose ChemReasoner, which…
• reasons about design choices across macroscopic and microscopic scales, bridging 

complex linguistic concepts with atomistic representation
• steers exploration into novel configurations using feedback from a graph neural 

network (GNN) trained from ab-initio simulations

Motivation: Chemical Design
Exploration of  the chemical space via 

LLM-based Descriptors
Generate 3D structures and estimate 

reward via DFT-surrogate models

Catalyst candidates sent for 
computational screening

Top-k candidates selected. 
Plan future research


