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What is causal effect

Causal Effect

Causal effects: the impact of a treatment  𝑇 on the 

outcome 𝑌

𝜓 𝑡 = 𝔼 𝔼 𝑌 𝑡 𝑋 = 𝑥

𝜏 = 𝔼 𝔼 𝑌 1 − 𝑌 0 𝑋 = 𝑥

A powerful tool to measure effectiveness of strategies. 

E.g., how vaccination affect infection risk?

𝑋: Covariates

𝑇: Vaccination 𝑌: Infection risk



Networked Interference

Causal Effect under Networked Interference

Networked Interference: units affect each other

Networked Causal Effects: the impact of a 

treatment  𝑇 and neighbors’s treatment 𝑍 on 

the outcome 𝑌

𝜓(𝑡, 𝑧) = 𝔼 𝔼 𝑌 𝑡, 𝑧 𝑥, 𝑥𝒩

E.g., how much infection risk changes if a unit 

would receive vaccination and its neighbors 

would also receive vaccination?

Social Network

Covariates Vaccination Infection risk

𝑋 𝑇 𝑌

Interference between units

Relation depending on assumption



Problem of existing method

Causal Effect under Networked Interference

To estimate networked effects 𝜓(𝑡, 𝑧) = 𝔼 𝑌 𝑡, 𝑧 , Forastiere et al. (2021) propose Generalized 

Propensity Score (GPS)[1]:

𝑔 𝑡, 𝑧 𝑥, 𝑥𝒩 = 𝑝(𝑡, 𝑧|𝑥, 𝑥𝒩)

Depending on different assumptions, GPS can be decomposed in different ways:

𝑔 𝑡, 𝑧 𝑥, 𝑥𝒩 = 𝑔1 𝑡 𝑥, 𝑥𝒩 𝑔2 𝑧 𝑡, 𝑥, 𝑥𝒩 with 𝑡 ⊥ 𝑧|𝑥, 𝑥𝒩

𝑔 𝑡, 𝑧 𝑥, 𝑥𝒩 = 𝑔1 𝑡 𝑥, 𝑥𝒩 𝑔2 𝑧 𝑥, 𝑥𝒩 with 𝑡 ⊥ 𝑧|𝑥, 𝑥𝒩

𝑔 𝑡, 𝑧 𝑥, 𝑥𝒩 = 𝑔1 𝑡 𝑥, 𝑧 𝑔2 𝑧 𝑥, 𝑥𝒩 with 𝑡 ⊥ 𝑥𝒩|𝑥, 𝑧

[1] Forastiere L, Airoldi E M, Mealli F. Identification and estimation of treatment and interference effects in observational studies on networks[J]. 

Journal of the American Statistical Association, 2021, 116(534): 901-918.

Model misspecification occur with wrong assumption.
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[1] Forastiere L, Airoldi E M, Mealli F. Identification and estimation of treatment and interference effects in observational studies on networks[J]. 

Journal of the American Statistical Association, 2021, 116(534): 901-918.

Model misspecification occur with wrong assumption.

Need: Networked effect estimator that is robust to 
model misspecification



Efficient Influence Curve (EIC)

Causal Effect under Networked Interference

Theorem 4.2 For 𝑡 ∈ {0,1} and 𝑧 ∈ 0,1 , the efficient influence curve of 𝜓(𝑡, 𝑧) is:

𝜑 𝑡, 𝑧, 𝑋, 𝑋𝒩; 𝜇, 𝑔, 𝜓 =
𝕝𝑇,𝑍 𝑡, 𝑧

𝑔 𝑡, 𝑧 𝑋, 𝑋𝒩
𝑦 − 𝜇(𝑡, 𝑧, 𝑋, 𝑋𝒩) + 𝜇 𝑡, 𝑧, 𝑋, 𝑋𝒩 − 𝜓 𝑡, 𝑧 ,

where 𝜇 𝑡, 𝑧, 𝑋, 𝑋𝒩 ≔ 𝔼 𝑌|𝑡, 𝑧, 𝑋, 𝑋𝒩 and 𝑔 𝑡, 𝑧|𝑋, 𝑋𝒩 ≔ 𝔼 𝑡, 𝑧|𝑋, 𝑋𝒩 .

Lemma 4.3 (Double Robustness Property) For 𝑡 ∈ {0,1} and 𝑧 ∈ 0,1 , if models ො𝑔, Ƹ𝜇 solve EIC, 
ℙ𝜑 = 0, then the estimator ෠𝜓 for 𝜓 is doubly robust. Further, if ො𝑔 − 𝑔 ∞ = 𝑂𝑝(𝑟1(𝑛)) and 
Ƹ𝜇 − 𝜇 ∞ = 𝑂𝑝(𝑟2(𝑛)), we have:

sup
𝑡,𝑧∈𝒯,𝒵

ℙ𝜑 𝑡, 𝑧, 𝑋, 𝑋𝒩; Ƹ𝜇, ො𝑔, 𝜓 = 𝑂𝑝(𝑟1(𝑛))𝑟2(𝑛)))

Goal: Designing an estimator for 𝜓 solving EIC to achieve DR property.

What kind of estimator is robust to model misspecification?



Overview of Estimator TNet

Causal Effect under Networked Interference

We design a one-step estimator using NNs.



Overview of Estimator TNet

Causal Effect under Networked Interference

Final estimator is  Ƹ𝜇 +
ො𝜖

ො𝑔1 ො𝑔2

Key Module to solve EIC



How to achieve DR property

Causal Effect under Networked Interference

Key insight:

which means our estimator solve EIC ℙ𝜑 = 0, achieving DR property according to Lemma 4.3.



Theoretical Analysis of Estimator TNet

Causal Effect under Networked Interference

Theorem 6.1 Under mild assumptions, we have

෠𝜓 − 𝜓
𝐿2
= 𝑂𝑝 𝑛0

−1/3
𝑛0 + 𝑛1

−1/3
𝑛1 + 𝑟1 𝑛 𝑟2 𝑛 ,

where ො𝑔 − 𝑔 ∞ = 𝑂𝑝(𝑟1(𝑛)), Ƹ𝜇 − 𝜇 ∞ = 𝑂𝑝(𝑟2(𝑛)).

• First term 𝑛0
−1/3

𝑛0 + 𝑛1
−1/3

𝑛1 is the rate achieved in term of 𝜖.

• Second term 𝑟1 𝑛 𝑟2 𝑛 is the product of convergences rates of nuisances function.

Second term again shows DR property: 

𝑟1 𝑛 𝑟2 𝑛 = 𝑜(1) when 𝑟1 𝑛 = 𝑜(1) or  𝑟2 𝑛 = 𝑜(1) .

How fast convergence rate TNet can achieve?



Experimental Results

Causal Effect under Networked Interference

Verifying the effectiveness of TNet: achieving the lowest prediction errors



Experimental Results

Causal Effect under Networked Interference

Verifying the effectiveness of perturbation module ℒ3, which makes TNet doubly robust.



Thank you！

Please feel free to contact cairuichu@gmail.com or chenweilin.chn@gmail.com
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