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Large Corpus Pretrained LLM Aligned LLM

 RLHF is a crucial step for LLM alignment.

 DPO, as a simplified RLHF method, is often preferred and
reported to have strong performances.

« Can such simplifications always lead to strong
performances?

« How can we make PPO work?
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PPO Formulation

Step 1: Train a reward model

Training Objective
 Maximize rewards on
accepted answers
 Minimize rewards on

a rejected answers

Reward Model

Rejected Answer:
Making a bomb typically

requires the following... ﬁR(Td,) = —]E(x’yw’yl),\,fp [log‘ (T(T’qs (X, yw) — 7’¢(X, }’l))]
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PPO Formulation

Step 2: Reinforcement Learning

Online Generation

Output
Training Objective

 Maximize KL-regularized reward

.:>

Pre-Trained/SFT LLM Reward Model Aligned LLM

~_

% 7T9) - Ex'\’pdataay'\"ﬂ'e [T’(X, Y) o Blog
Feedback

mo(y | x)
’/Trof(ylx) :
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DPO Formulation

Training Objective
« Maximize log-likelihood on
accepted answers

Kpreference Dataset NN e Minimize Iog'likelihOOd On
Prompt: rejected answers
How to make a bomb?

Pre-Trained/SFT-ed LLM Aligned LLM

Rejected Answer:
Making a bomb typically
requires the following...

Lovo(ns) = —EBgey., yiaib

[logd (b’ (log Wtzf((yywwlﬁc)) o8 :gr((?zllﬁ)»]
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Understanding the
limitation of DPO
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A simple counter-example

Reference Policy

0.5 0.5 Optimal Policy

Probability I 1

Answer ¥, ' Probability
0 0

I Answer V1 Y2 V3

Preference Dataset

nEX
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A simple counter-example

Reference Policy

0.5 0.5 DPO Policy

Answer ¥, ' Probability o

I Answer V1 Y2 V3

Preference Dataset ;

{ V1 Vs x J _)’3 iS-an C.)ut-of-

Distribution answer

Probability I 0.9
> DPO training .
0 —
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DPO fails to find the optimal policy...

WHY?
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A simple counter-example

Reference Policy

0.5 0.5 DPO Policy

Probability I 0.9
DPO training

Answer v, ' Probability o

. —

+ Answer V1 Y2 V3

In this case

Preference Dataset T z)\”

_ mo(y1 | z)
[ )’1 )’zx } ’

Lppo 1S minimized when mg(y,|x) = 0, irrelevant to y; and y;.
DPO is not guaranteed to find the optimal policy !
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How does PPO work this case?
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Preference Dataset

nEX

Reference Policy

0.5
Probability

0.5

JIr(

I 0
Y2

Answer

7T9

10
Train the Reward Model
Reward Model
Reward
A —— ' 1
L 0 >
online / Answer V1 Y2 V3
Samples ref(Y3lx) = 0
- 7r9(y | X) |J
— x~pdatam yomof 7060 ¥) ~Blog TNl meoato
, I is extremly large
KL-term 5 Bl
if mg(y3|lx) # 0
1
PPO Policy
ﬁ Probability
PPO Training 0 O
Answer Vi Y2 Y3 '



|Is DPO Superior to PPO For LLM Alignment? A Comprehensive Study.

How to improve DPO?
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Understanding the Limitation of DPO

Experiments on the Real Preference Dataset: SafeRLHFI]

solution 1: Additional SFT over the training dataset.

Safety Rate 1 Harmfulness | A Helpfulness 1
100% 2
0 -2
40% P
20%
0% -4 -6

m Baseline SFT mBaseline DPO m SFT(Safe) + DPO m Baseline SFT mBaseline DPO m SFT(Safe) + DPO m Baseline SFT mBaseline DPO m SFT(Safe) + DPO

o

P.S. Helpfulness and safety are evaluated by the released model in the original paper.

[1] Dai, J., Pan, X., Sun, R., Ji, J., Xu, X,, Liu, M., ... & Yang, Y. (2023). Safe RLHF: Safe reinforcement learning from human feedback. arXiv preprint arXiv:2310.12773.
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Understanding the Limitation of DPO

Experiments on the Real Preference Dataset: SafeRLHFI]

solution 2: Online generation and scoring with a trained reward model.

Safety Rate 1 Harmfulness | A Helpfulness 1
100% / A A 0 2
809, D) A —k Yy A
0
60% 4
-6 -2
40%
-8
0 4 e e e e e e = = = -
0% -12 -6
Iter.1 Iter.2 Iter.3 lter.4 lter. 1 Ilter.2 Ilter.3 lter.4 Iter. 1 lter.2 lter.3 lter.4
-4 Online DPO = = Baseline DPO —t—Online DPO = = Baseline DPO —#— Online DPO = = Baseline DPO

Helpfulness and safety are evaluated by the released model in the original paper.

[1] Dai, J., Pan, X., Sun, R, Ji, J., Xu, X,, Liu, M., ... & Yang, Y. (2023). Safe rihf: Safe reinforcement learning from human feedback. arXiv preprint arXiv:2310.12773.
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Understanding the Limitation of DPO

Experiments on the Real Preference Dataset: SafeRLHF!

Additional Trick: Eliminate noises or controversies in the dataset.

. Safety Rate 1 ; Harmfulness | \ A Helpfulness 1
(o]
80%
-2 2
60%
-4 0
20% © B
0% - - .
°  mSFT(Safe) +DPO  m +Filter Dual-Unsafe mSFT(Safe) + DPO  m + Filter Dual-Unsafe mSFT(Safe) + DPO ~ m + Filter Dual-Unsafe
m +Filter Dual-Safe = + Filter Dual-Safe = + Filter Dual-Safe

But this will filter out some high-quality data, thus hurt helpfulness!

[1] Dai, J., Pan, X., Sun, R, Ji, J., Xu, X,, Liu, M., ... & Yang, Y. (2023). Safe rihf: Safe reinforcement learning from human feedback. arXiv preprint arXiv:2310.12773.
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What about PPO in the
SafeRLHF benchmark?
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Understanding the Limitation of DPO

Experiments on the Real Preference Dataset: SafeRLHFI]

What about PPO in this benchmark? An end-to-end comparison with DPO.

A Helpfulness 1

Safety Rate 1 Harmfulness |
100% 4
80% 0
60% -4
40% -8
0% -16
&°
2 L 0 x
S 0 xO Q Q 2\
& & K& 0O &

[1] Dai, J., Pan, X., Sun, R, Ji, J., Xu, X,, Liu, M., ... & Yang, Y. (2023). Safe rihf: Safe reinforcement learning from human feedback. arXiv preprint arXiv:2310.12773.
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Key Factors to Improve
the performance of PPO
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T
A LARGE Batch Size
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Key Factors to Improve the Performance of PPO
Competitive programming: APPS dataset

Pass@?5 (%)

40%
35%
30% /“\ 64->512:
b / The pass rate
25% increases by ~10%

20%

15%

10% e
Y - —A
5%

—A

0%
Batch Size=64 Batch Size=128 Batch Size=256 Batch Size=512

—a—|ntroductory —#—Interview —#—=Competition
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Advantage
Normalization
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Key Factors to Improve the Performance of PPO

Task: Competitive programming & conversation

HH-RLHF(OpenAssistant Reward) APPS (pass@5) CodeContest
0.72 50% 25%
0.715 A 40% 20%
30% 15%

0.71
20% 10%
(o]
é“: °
0.7 0% 0%

baseline PPO + Adv. Norm. + Large Batch. baseline PPO + Adv. Norm.  + Large Batch. baseline PPO + Adv. Norm. + Large Batch.

—a4—|ntroductory —#—Interview -—a=Competition —4—pass@10 =—#—pass@100 =—a—pass@1k
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3

Exp. Moving Average
for the Reference Model
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Key Factors to Improve the Performance of PPO

Update the reference model with exponential moving average during training:

Tref k — OTref k—1 T (1 B O‘)ﬂ-actor,k

HH-RLHF(OpenAssistant Reward) APPS (pass@5) CodeContest (pass rate)
0.72 50% 25%
0.715 40% 20%
30% 15%
0.71
20% 10%
0.7 0% 0%
base, * 4 * * R base. * 4 * * R b + + -
/ o] ar ef e/ a a ef asey; A L
Ne ppo V. /VOrm. 9e g atch, &y, 4 Ne ppo V. /VOrn,_ 9e Bal‘ch_ Epy 4 S Ppo av, Norm_ arge Bal‘ch_ ef By, 4

—4—|ntroductory =—a—Interview -—a—Competition —4—pass@10 =—a—pass@100 -—a—pass@1k
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Benchmark Results
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50%

40%

30%

20%

10%

0%

APPS @ Code Llama 34B

Introductory Interview

mFew shot mSFT mDPO-lter mPPO

Benchmark Results

Task: Competitive Programming (test/validation set for APPS and CodeContest).

Competition

25%

20%

15%

10%

5%

0%

CodeContest

m AlphaCode4 1B+dustering

Test Set 10@1k

mSFT

mDPO

m DPO-lter

m PPO
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50%

40%

30%

20%

10%

0%

APPS @ Code Llama 34B

Introductory Interview

mFew shot mSFT mDPO-lter mPPO

Benchmark Results

Task: Competitive Programming (test/validation set for APPS and CodeContests).

DPO usually fails to tackle hard

tasks like code generation.

il

Competition

25%

20%

15%

10%

5%

0%

m AlphaCode4 1B+dustering

\ 4

CodeContests

Test Set 10@1k

mSFT

mDPO

m DPO-lter

m PPO
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Benchmark Results

Task: Competitive Programming (test/validation set for APPS and CodeContests).
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50%
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30%
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0%

APPS

\ 4
15%
; ‘ 10%
I .
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Introductory Interview

mFew shot mSFT mDPO-lter mPPO

Benchmark Results

Task: Competitive Programming (test/validation set for APPS and CodeContests).

PPO establishes a new

Competition

25%

state-of-the-art CodeContests l

20%

Previous SOTA

Test Set 10@1k
m AlphaCode41B+clustering mSFT mDPO m DPO-lter m PPO
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Task: HH-RLHF conversation.

OpenAssistant Reward Tested vs. Chosen

m RRHF
mPRO
mEDPO

0% 20% 40% 60% 80%
B Tested Win ETie ®Chosen Win

Task: SafeRLHF conversation.
Harmfulness |

100% 0%
0.8 0.6 0.4 0.2 0

AHelpfulness?

5 4 100%
1 0 — 80%
0 ] I HEN

4 60%

-1

5 -8 40%

-3 -12 20%

-4 -16

Llama 1 7B Llama 2 7B Llama 1 7B Llama 2 7B
aSFT =DPO =DPO-lter mPPO ESFT mDPO mDPO-lter mPPO

Tested vs. SFT

u PPO

20% 40% 60% 80%
ETested Win ETie mChosen Win

100%

Safety Rate 1

Llama 1 7B Llama 2 7B
mSFT mDPO mDPO-lter mPPO
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Conclusion
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Takeaways

* When applying DPO, we suggest
« Performing an additional round of SFT over the accepted answers;
 Carefully annotating data;
* |[teratively generating fresh answers and labels for continuous learning.

* When applying PPO, we suggest using
« Alarge batch size (512 sequences or larger),
« Advantage normalization,
« And exponential moving average of the reference model.
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Institute for Interdisciplinary Information Sciences, Tsinghua University
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Check our PPO code for training 70B LLMs at:
https://github.com/openpsi-project/RealL HF!

® Or scan the QR code here.

Running PPO for 70B+ LLMs
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Thank you for listening!



