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Overview

» Background

d NeRF: Implicit 3D store [1]
 Text-to-3D (TT3D) models [2] use NeRF

[1]1B. Mildenhall et al. "NeRF: representing scenes as neural radiance fields for view synthesis.” ECCV 2020.
[2] B. Poole et al. "DreamFusion: Text-to-3D using 2D diffusion.” ICLR 2023.
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> Motivation
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> Contribution

J HyperFields: Text-conditioned hypernetwork
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> Results

J Fast TT3D model
J Reduced compute, storage

[1]1B. Mildenhall et al. "NeRF: representing scenes as neural radiance fields for view synthesis.” ECCV 2020.
[2] B. Poole et al. "DreamFusion: Text-to-3D using 2D diffusion.” ICLR 2023.
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» HyperFields: Text-conditioned hypernetwork [1] shared training across prompts

[1]1D. Ha et al. "Hypernetworks.” ICLR 2017.
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» Outcome: Mitigation of per-prompt optimization and consequently faster generation

[1]1D. Ha et al. "Hypernetworks.” ICLR 2017.
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» Shared Training: Distill multiple single scene NeRFs to a single HyperFields model

» Distillation Loss: MSE loss between the renders of HyperFields and teacher NeRFs
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