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Imaging inverse problems are challenging problems! Coneineton

Recovery

Recovered Object

> Solution is not unique

» Data is noisy
» Signals can be high-dimensional
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Inverse problems can be solved with model-based & Washington
optimization approach

* Image recovery can be formulated as an optimization task

Regularizer

l Regularized by TV

x = argmin f(x) = argmin{g(x) + h(x)}
rcR™ xcR™ ‘

Data-fidelity

N .1
® = argmin{_ |y — Ax|5 + 7| D1}
xrcR™ 1

Total Variation
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e Introduce variable z =

* Introduce variable s — Lagrange multiplier

1 1
* Form the augmented Lagrangian ¢(x, z,s8) = g(x) + h(z) + —ST(ZB —z)+ §”m — ZH%
Y
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Minimization with respect t0 g =~ — xh proxw(z'“_1 — sk prox,,,(v) = argmin{ —||v — x5+ g(x)}
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Minimization with respect to g =~ —— " + proxw(z"“_1 — st 1)

1
k—l) prQX,yh(’U) = arg mln{—H'U — w”% T h(w)}

Minimization with respect to h — 2P F>"0><7h(a3lc + S R 27y
:.B n



ADMM is an optimization algorithm designed to % Washineton
minimize the sum of two functions

(ADMM)

Minimization with respect to g =~ —— " + proxw(z"“_1 — st 1)

Minimization with respect to h — 2k prox'yh(wk + Sk—l)

Update Variables —_— sk« gkl 4 pk _ Sk



PnP methods are deep model-based architectures o washington

Learned model: Pre-trained image denoising neural networks

DO' : more noisy image —— less noisy image
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PnP methods are deep model-based architectures Universy inSeloui
(ADMM) (PnP-ADMM)
x® prox,yg(z"“_1 — sk " — prox,yg(z"“_1 — st 1)
2 proxyh(wk + sk~ 1) — 2F « Dy (x® + s*71)
sk sl 4 gk — 2F sF gF71 gk — 2F
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iteration 1 iteration t
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MetFaces CelebA BreCaHAD RxRx1




Mismatched priotrs result in suboptimal performance in PnP  §eshingon

_ I

LR Img647705 from Metfaces BreCaHAD AFHQ MetFaces
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D
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PnP-ADMM theoretically converges for nonconvex 8 Washington
data term and expansive MMSE denoisers

* Suppose the denoiser is trained with the MSE loss

r — S(Z)H%] MMSE denoiser for z =x + e

D, (z) = argminE]|
D

e Assume that mismatched denoiser D, and target denoiser D, have a
bounded distance

AN

|Do (") — Do(x")l2 < o

* Detine the error g := max{d, 51%}



PnP-ADMM theoretically converges for nonconvex 8 Washington
data term and expansive MMSE denoisers

Run PnP-ADMM with L-smooth regularization term, mismatched MMSE de-
noiser D, with per-iteration € error, and penalty parameter 0 < v < (4L) for
t > 1 iterations. There exits f = g+ h

S IVAEMIB < TR0, 20, 8°) - ¢) + A,

> 5 = (1/t)(e1 + -+ &)

> TF is summable, then Vf(z!) =0



PnP-ADMM theoretically converges for nonconvex 8 Washington
data term and expansive MMSE denoisers

* Suppose the denoiser is trained with the MSE loss without any mismatch

Do(2) = arg min i[|z — D(2)]|2]

Run PnP-ADMM with L-smooth regularization term, target MMSE denoiser
D, and penalty parameter 0 < v < (4L) for ¢ > 1 iterations. Then we have

1 t 2 C o _0 O
i:jlw )5 < — (¢, 2%, 8%) — ¢*)

Run PnP-ADMM with L-smooth regularization term, mismatched MMSE de-
noiser D, with per-iteration € error, and penalty parameter 0 < v < (4L) for
t > 1 iterations. Then we have
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Pre-training

source
distribution

1000+ samples

mismatched
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CNN denoiser

Domain Adaptation

/ target

distribution

e et e 1

adapted
CNN denoiser

PnP reconstruction
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Domain Adaptation is an strategy to close the gap 8 Washington
that arises with Distribution shift in PnP priors

Adapting BreCaHAD to MetFaces
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To conclude & Whshington
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e [nfluence of mismatched denoisers in PnP-ADMM can be evaluated

theoretically and numerically

* Domain adaptation is able to reduce the effect of distribution mismatch in PnP

methods



