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Christiano, Paul F., et al. "Deep reinforcement learning from human preferences."  2017.

Stiennon, Nisan, et al. "Learning to summarize with human feedback." 2020.

Early OpenAI practices

• First introduced in RL problems 

• Then applied on language models for summarization 
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Stiennon, Nisan, et al. "Learning to summarize with human feedback." 2020.

Why RLHF?

• Takeaway from traditional RL problems

• Objective mismatch
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RLHF for alignment

• Brought by Anthropic (2021) and OpenAI (2022)

Bai, et al. "Training a Helpful and Harmless Assistant with Reinforcement Learning from Human Feedback."  2021.

Ouyang, et al. "Training language models to follow instructions with human feedback." 2020.
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Overview



Brief Introduction to RLHF

However

• Online RL (PPO) requires huge 

computational resources

• 4 models, 3~4 times larger 

GPU memory than SFT

• Not friendly to academy and 

open-source community
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Direct Preference Optimization

• The algorithm that makes RLHF accessible

• NeurIPS 2023 outstanding paper
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UltraFeedback: The dataset that makes DPO work!

• 2023/05: DPO released, but no proper datasets

• 2023/10: UltraFeedback released, Zephyr came out in 10 days

2023/08, no RLHF models on 
Open LLM Leaderboard

Now,  almost all top models are 
DPO models
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Construction process
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Diversity is the key!

• Select diverse and high-quality 

instructions, reflect different 

requirements to chat models

• Select distinct model families for 

response diversity 

• We also handwrite several principles 

to steer model behaviors
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Annotation

• Divide and conquer, with 4 aspects

• Detailed annotation doc

Description

Scoring
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Statistics

• Largest and longest open preference datasets
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Experiments

• Reward modeling

• Best-of-N sampling
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Experiments

• PPO: Improve 16.8% win rate
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Agreement with human labelers

• High agreement with human 

labelers

• Win rates are also close
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HuggingFace Zephyr-7B surpassed 
LLaMA2-70B-Chat, selected by their 
official handbook

Over 1000 models on HuggingFace are aligned with UltraFeedback
rank #5 among all datasets, 1 million downloads per month
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Thank You!
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