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| Brief Introduction to RLHF

Early OpenAl practices
® Firstintroduced in RL problems

® Then applied on language models for summarization
© Collect human feedback © Train reward model © Train policy with PPO
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Figure 2: Diagram of our human feedback, reward model training, and policy training procedure.

Christiano, Paul F., et al. "Deep reinforcement learning from human preferences." 2017.
Stiennon, Nisan, et al. "Learning to summarize with human feedback." 2020.
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Why RLHF?

® Takeaway from traditional RL problems
® Objective mismatch

While this strategy has led to markedly improved performance, there is still a misalignment between
this fine-tuning objective—maximizing the likelihood of human-written text—and what we care
about—generating high-quality outputs as determined by humans. This misalignment has several
causes: the maximum likelihood objective has no distinction between important errors (e.g. making
up facts [41]) and unimportant errors (e.g. selecting the precise word from a set of synonyms); models

Stiennon, Nisan, et al. "Learning to summarize with human feedback." 2020.
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RLHF for alignment
® Brought by Anthropic (2021) and OpenAl (2022)

& Human
Playground task @ | have to come up with a conversation with an Al assistant for the purposes of showing it off in a demo. What sorts of conversation

topics would you recommend?
Talk to the

W Assistant

.
assistant | think the best topics for conversation are common themes and interests that everyane could have. Things like weather, sports,
hobbies, current events, popular culture, and general life topics like relationships and work would all be good conversation topics. Step1 Step 2 Step 3
Task 10of 5 You could also have more advanced conversations discussing philosophy and morality if you want to demonstrate some higher level ep ep e
) ' Al capabilities. Collect demonstration data Collect comparison data, Optimize a policy against
asahibivertoadron and train a supervised poli and train a reward model the reward model usin
the assistant to help with & Human P P Y- . . a 9
and enter it into the task I think I'm more interested in an advanced conversation. What's a good starter question if | wanted to discuss something reinforcement Iearnlng.
box. Interact with the Al philosophical, like epistemology or the nature of language?
assistant. When you're @  Assistant A promptis A prompt and A new prompt ™
finished, select a final I think an excellent philosophical topic would be epistemology, which is the theory of knowledge, and specifically how we can know sampled from our i several model i is sampled from Witen et
. . . - e xplain the moon xplain the maon rite a story
response from the assistant and ulearstand the J\gz?‘rld a:oun}j us. A reél\y good starting q:ls.hstlon \..'O}AId be something like "How can we truly knof« and prompt dataset. Janding o a6 year old outputs are Janding 1 8 & year old the dataset. aboutfrogs
T — understand the world?", or "What is the nature of knowledge?". If you want to go even deeper, | think philosophy of language would
. . also be fascinating - questions like "What is meaning?”, "How do language and thought relate?", and "How can language mislead and sampled. *
how the assitant did in the . . *
deceive?" would be great discussion topics. —l ~i Th li
comment box. Click to go to A labeler . e policy PPO

..
the next task. #  Human demonstrates the @ © o generates .0?.5&.

How would you answer a question like: How do language and thought relate? Momratad  Pcplemento
desired output Pt propeey an output. g

Comments behavior Z
| thought the assistant was . ™| Choose the most helpful and honest response . Some people went ; +

to the moon...
A labeler ranks

| think a good answer to that would be that language helps us to structure our thoughts and express what we are thinking. Language * the outputs from Onee upon a time...
gives us a symbolic system of signs and meanings that we use to communicate our ideas and make sense of the world. It's critical for i . best to worst.

how we record and relate knowledge, and | think it's impossible to completely understand and express our thoughts without the use of This data is used SFT °»°>°= e +
language. Without language, our thoughts would just remain as instinctual impulses and basic desires, and we would have a much to fine-tune GPT-3 S The reward model RM

Rating § X . &% e
PR . harder time comprehending and reflecting on the world around us. with superwsed W * calculates a M
o 000 O learning. reward for S
gad e & This data is used o the output S
i ..

I think the key relationship between language and thought is that language allows us to communicate and express our thoughts and @ @@ to train our .V?f\\. +

ideas to others. Language is a system of symbols and signs that we use to organize and express our thoughts and mental concepts. So reward model. W The reward is

language is how we translate our inner thoughts and ideas into something shared and communicable with others. Without language, r,

- used to update
we wouldn't be able to express or understand the thoughts and ideas of others, and so language is essentially bridge between our G>°> 0' G ) p
inner minds and the shared external world. the policy

using PPO.

A
A is better

B B
B is better

Bai, et al. "Training a Helpful and Harmless Assistant with Reinforcement Learning from Human Feedback." 2021.
Ouyang, et al. "Training language models to follow instructions with human feedback." 2020.
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Prompts Datase
However —
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Direct Preference Optimization
® The algorithm that makes RLHF accessible
® NeurlPS 2023 outstanding paper

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
x: “write me a poem abou x: “write me a poem abou
thet histor\/pofjazz"b t la bet rewa rdS thet historypofjazz" t
/-\ = —
—.|>|=,| —— reward model LM policy e —=— > final LM
R
preference data maximum sample completions preferencedata . .\m
likelihood reinforcement learning likelihood

el | o) mo(y1 | T)
[  Tref) = — Ko ~ l l — Bl
DPO (76 Tret) (@Yo sy1)~D loga (ﬁ . Teet (Y | Z) 2 og Teet(Y1 | )
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UltraFeedback: The dataset that makes DPO work!
* 2023/05: DPO released, but no proper datasets
* 2023/10: UltraFeedback released, Zephyr came out in 10 days
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Construction process

Instruction Pool

Ultra®hat
[ shareGPT (5 FLAN
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Comparison Data
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Why is the problem always DNS?

Because it is a core
component of the internet...

The statement is a
humorous exaggeration...

I'd like to clarify that
the concept of...

The phrase isa common
saying among some |[T...

@ GPT-4 Preference Annotation

Instruction-following

®--®-©

Text A is near alignment
with the task goal...

Truthfulness

®--0-®

Text Cis mostly truthful,
but it contains...

Honesty

®>E-0>©)

Text B is correct and
confident...

Helpfulness

OHOZOZO
Text D is correct and
provides a basic...
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Instruction Pool

Ultra®hat
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Diversity Is the key!

® Select diverse and high-quality
Instructions, reflect different
requirements to chat models

® Select distinct model families for
response diversity

® We also handwrite several principles
to steer model behaviors
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Effects of Different Principles on Helpfulness Scores
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Diversity Is the key!

® Select diverse and high-quality
Instructions, reflect different
requirements to chat models

® Select distinct model families for
response diversity

® We also handwrite several principles
to steer model behaviors
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Annotation
® Divide and conquer, with 4 aspects
® Detailled annotation doc

Instruction Following Assessment

__________________________________________________________________________________

Evaluate alignment between output and intent. Assess understanding of task goals and restrictions.

Instruction Components: Task Goal (intended outcome), Restrictions (text styles, formats, or

A

Description

designated

methods, etc.).

Scoring: Rate outputs 1 to 5:

1. Irrelevant: No alignment.
2. Partial Focus: Addresses one aspect poorly.

3. Partial Compliance:

A

Scoring

e (1) Meets goals or restrictions, neglecting others.

* (2) Acknowledges both but slight deviations.

4. Almost There: Near alignment, minor deviations.

5. Comprehensive Compliance: Fully aligns, meets all requirements.
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Statistics

* Largest and longest open preference datasets

Table 1. Statistics of existing preference and critique datasets. The average length refers to the number of tokens.

Prompt Response Critique Fine- Feedback i =
Dataset # Convs Lengh lcngth Jongih Goned? bt # Pairs # Critique Annotator
Preference Dataset
OASST1 35005 1676 291 1 . X Scalar 17,966 - Human
OpenAl WebGPT 38,925 50.9 188.2 - X Scalar 19,578 - Human
Anthropic Helpful @ 118,263 155 7 94.6 - X Ranking 118,263 - Human
OpenAl Summ. 60,674 326.4 36.6 - v Scalar 92,858 - Human
QA Feedback 11378 1558 107.9 - v Scalar 17,118 - Human
Critique Duatuset

SelFee 178,331 100.3 243.9 89.4 v lext - 316,026 Al
Shepherd 1,316 95.3 97.6 b2 v Text - 1.317 Human
ULTRAFEEDBACK @ 255,864 185.1 305.3 143.1 v Scalar & Text 340,025 255,864 Al
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Experiments

® Reward modeling
® Best-of-N sampling
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AlpacaEval Leaderboard

An Automatic Evaluator for Instruction-following Language Models

Caution: GPT-4 may favor models with longer outputs and/or those that were fine-tuned on GPT-4 outputs

-88 (9]
- 86 ® Evaluator: | GPT-4 | Claude Filter: ’Community|Veriﬁed Minimal
&
-84 - Model Name Win Rate Length
-82 ; XwinLM 70b V0.1 95.57%
GPT-4 95.28%
-80
LLaMA2 Chat 70B 92.66%
—A— Reward
-®- WinRate ~ 78 I UltraLM 13B V2.0 (best-of-16) 92.30%
76 XwinLM 13b V0.1 91.76%
4 8 16 I UltraLM 13B (best-of-16) 91.54%
Claude 2 91.36%

Number Samples

Table 2. Reward modeling accuracy (%) results. We compare our UltraRM with baseline open-source reward models. LLaMA?2 results
are taken from (Touvron et al., 2023b). The highest results are in bold and the second highest scores are underlined.

Anthropic OpenAl OpenAl Stanford

()

Model Backbone Model Open? Helpful WebGPT  Summ. SHP Avg.
Moss LLaMA-7B v 61.3 58.1 59.0 54.6 58.3
Ziya LLaMA-7B v 61.4 61.8 60.3 570 60.1
OASST DeBERTa-v3-large v 67.6 - 71.8 53.9 -
SteamSHP FLAN-T5-XL v 554 62.6 48.4 51.6 54.5
LLaMAZ2 Helpfulness LLaMA2-70B X 72.0 - 75.5 80.0 -
UltraRM-UF LLaMA2-13B v 66.7 65.1 66.8 68.4 66.8
UltraRM-Overall LLaMA2-13B v 710 62.0 73.0 73.6 69.9
UltraRM LLaMA2-13B v 710 65.2 74.0 737 71.0
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Experiments
®* PPO: Improve 16.8% win rate

Table 3. Head-to-head comparison results on three public benchmarks. The baseline is text-davinci-003 in AlpacaEval and
gpt-3.5-turbo in Evol-Instruct and UltraChat. The judge is GPT-4. The highest win rates are in bold.

Model Size AlpacaEval Evol-Instruct UltraChat Average
Win (%) Win / Tie/ Lose (%) Win/Tie/Lose (%) Win (%)
ChatGPT - 89.4 - - -
LLaMA?2
Vicuna-13B-v1.5 13B - 35.0/239{43.1 34.5/38.2/27.3 -
LLaMA2-13B-Chat 13B 81.1 44.1/11.9/44.0 335102131252 59.5
WizardLM-13B-v1.2 13B 89.2 555/174727.1 59.7/25.5/14.8 68.1
OpenChat-13B-v3.2super 13B 89.5 555/11.0/33.5 58.7/26.7/14.5 67.9
LLaMA2-70B-Chat 70B 2.7 56.4/13.8/29.8 54.0/28.6/17.4 67.7
LLaMA
UltraLM-13B 13B 80.7 39.9/14.7/45.4 38.2/34.8/27.0 52.9
Vicuna-13B-v1.3 13B 82,1 36.7/17.4745.9 41373321255 534
WizardLM-13B-v1.1 13B 86.3 54.1/14.7/31.2 56.1/26.0/17.9 65.5
Vicuna-33B-v1.3 33B 89.0 50.0/17.0/33.0 57.74125.71166 65.6
UltraLM-13B-PPO 13B 86.3 57.8/10.1 /321 64.9/15.6/19.5 69.7
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Agreement with human labelers

® High agreement with human
labelers

® Win rates are also close

Table 4. Agreement between judges on 400 samples from ULTRA-
FEEDBACK, AlpacaEval, Evol-Instruct, and UltraChat test sets .
A-1, A-2, A-3 are three human judges. “Majority” stands for the
agreement between each judge and other three judges’s majority
votes. We include tie votes and the random agreement is 33%.

Judge A-1 A-2 A-3  Average Majority
GPT4 592% 60.8% 59.1% 59.7% 68.6 %

A-1 - 08.1% 54.9% 51.3% 60.3%
A-2 58.1% - 55.4%  58.1% 63.3%
A-3 54.7% 55.4% - 56.4% 62.0%

Table 5. Human evaluation results. We use majority votes from

three human judges and compare GPT-4 and human evaluations
on the same 266 samples.

Falye AlpacaEval Evol-Instruct UltraChat Avg.
g Win (%) Win / Tie / Lose (%) Win (%)

GPT-4 83.9 STALF88/341 619/17.1/4219 67.3
Human 78.5 68.1/17.6/14.3 46.3/19.5/34.1 64.3

Comparison of Human and GPT4 Judgements (in %)

80
Human
Il GPT4
= 60
P
(0]
(@)]
8 40
(=
]
v
(]
o 20 .
0 .
Win Tie Lose Win Tie Lose Win Tie Lose
Reasoning (57) Writing (61) QA (148)

Figure 3. Catrgorical comparison of human and GPT-4 judgments.
Human judgments are majority votes from three annotators. Sam-
ple numbers of each category are in parentness.



| cover these topics regularly on my blog www.interconnects.ai

| UltraFeedback

Over 1000 models on HuggingFace are aligned with UltraFeedback
rank #5 among all datasets, 1 million downloads per month

/ Finetuned from " mistralai/Mistral-7B-v0.1

HuggingFace Zephyr-7B surpassed
LLaMA2-70B-Chat, selected by their
official handbook

Current directions

1. Data! Data! Data! We are severely limited on experimentation by having too
few preference datasets (Anthropic HH, UltraFeedback, and Nectar are main
three).

2. Continuing to improve DPO: fons of papers iterating on the method (ORPO,

3. More model sizes: Most alignment research happened at 7 or 13B
parameter scale. Expand up and down!

4. Specific evaluations: How do we get more specific evaluations than
ChatBotArena?

5. Personalization: A large motivation behind local models, young area
academically

Aligning open language models | Lambert: 75

Natural Language Processing - CSE 517 / CSE 447

UWashington CSE 447/517

Stanford CS25/CS329H

@O% IMAGENET
@ﬁ, Common Voice

® ) Wikipedia

@ (5 XTREME

Evaluating Reward Models

® Accuracy of predicting human preferences.

Preference Datasets
wil

Table 2: Reward modeling accuracy (%) results. We compare our Ultr: aselife open-gource
reward models. LLaMA2 results are taken from Touvron et al 23b). Phe highést resultg are in
bold and the second highest scores are underlined.

Anthropic  OpenAl  OpenAl  Stanford

Model Backbone Model  Open? ‘ Bl WaoRT e A
Moss LLaMA-7B v 613 546 s81 546 572
Ziya LLaMA-7B v 614 570 618 570 593
OASST DeBERTa-v3 large 6716 5 71 89 -
SteamSHP FLANTSXL v 554 s16 626 516 553
LLaMA2 Helpfulness | LLaMA2-70B x 720 S 755 800
UltraRM-UF LLaMA2-13B 667 651 668 684 668
UltraRM-Overall LLaMA2-13B 710 20 70 1736 699
UltraRM LLaMA2-38 v | 710 652 740 137 710

Alignment of LLMs (Part 1)

&€ < nvibia
Ai2 i

stability ai

Used by

Step 2: Al Feedback through Preferences 7

* Al Feedback (AIF) collection via
an ensemble of chat model
completions

Step 2 - AIF

Response generation and Al ranking

* Followed by scoring by GPT-4
(teacher model) UltraFeedback

vvvvvvvvvvvvvvvvv

* Binarization of the preferences

UWaterloo CS886
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