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Deep LTMLE estimates the mean counter factual outcome under dynamic interventions from complex longitudinal observational data.

improved LTMLE which cannot pool information across time and was not scalable due to its sequential algorithm
improved DeepACE which did not provide uncertainty measure and was not scalable due to its sequential algorithm

built upon LTMLE (van der Laan and Gruber, 2011: sequential regression + targeting + ensemble ML) and DeepACE (Frauen et al, 2023: stochastic LTMLE with RNN)
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Causal Effects of Blood Pressure Management Strategies after 30 years of follow-up

Architecture of Temporal-Difference Heterogeneous Transformer
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𝜓 𝑃 = 𝐸𝑌# = 𝐸#𝑌

𝑔% ⋅ 𝑝𝑎 𝐴% , 𝜋% ⋅ 𝑝𝑎 𝐴% ∈ 𝒫(𝒜%)

𝑔 ≪ 𝜋, 𝑌# ⊥ 𝐴% ∣ 𝑝𝑎(𝐴%)

Similar to fitted Q-iteration
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Canonical gradient 𝐷⋆ = ∇𝜓 (the Riesz representor of the first variation of 𝜓):

𝜕)|*𝜓 𝑃) = 𝐷⋆ 𝑃 , ℎ + for any path 𝑃) ) on the model ℳ with a score ℎ ∈ 𝕃*, 𝑃

For our g-functional, the canonical gradient is given as follows (van der Laan and Gruber, 2011) 
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von Mises Expansion (Infinite Dimensional Taylor Expansion)
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Submodel
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Loss Function
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Inference (Estimator of Asymptotic Variance)
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Simulation Results


