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€ Background: Multi-view Data

Multi-view Data: Multi-view data is very common in real life, and it contains rich information. How to effectively utilize

multi-view information to improve model’s performance is a classic and challenging topic.
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a) multilingual books b) multi-angle images c) Multiple sensor data d) Multi-view Brain signals

Examples of multi-view data



p. Background Adversaries to DMVC Models Adversarially Robust DMVC M

RlHEH On Machine Learning

¥ Background: Deep Multi-view Clustering

Deep Multi-view Clustering (DMVC) has shown to be a successful technique for enhanced and robust clustering by

leveraging diverse data sources.

One data object
__-" View 1

View 2

A and C denote complementarity;
B denotes the consistency

Deep Multi-view Learning

Liu, Jing, et al. "Partially shared latent factor learning with multiview data." IEEE TNNLS, 26.6 (2014): 1233-1246.
Zhou, Lihua, et al. "A Survey and an Empirical Evaluation of Multi-view Clustering Approaches." ACM Computing Surveys 56.7 (2024): 1-38. 4
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¥ Background: Adversarial Attack

Adversarial Attack :

Motivationl : [Is 1t possible to attack the unsupervised multi-view

clustering model? &

Motivation2 : s 1t possible to develop the unsupervised adversarial

robust DMVC model? 5

35

Our main contributions:

Adversarial Attack Framework: For the first time, an adversarial attack method for DMVC 1is introduced based on
attacking loss functions related to the multi-view Complementarity and Consistency.

Defense Mechanism: For the first time, Adversarially Robust Deep Multi-View Clustering (AR-DMVC), is
introduced to enhance the robustness of DMVC against adversarial attacks, especially in unsupervised setting.

More Robust Technique: Based on Information-Theoretic Perspective, AR-DMVC-AM, i1s proposed to mitigate
attacks by minimizing the mutual information between adversarial examples and clustering assignments.
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24 How to define the attack of multi-view clustering models ?

Definition 1: The attack aims to introduce minimal perturbations to images used as input for the MVC model
while staying within a defined noise threshold. This intentional perturbation is designed to cause
misclustering of these samples by the model, leading to a notable decrease in performance, as quantified by
various evaluation metrics. .

Number of Views DMVC Model Constraint of Perturbation

T / S
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Original Output of DMVC Sample Perturbation




p. Background Adversaries to DMVC Models Adversarially Robust DMVC !CML

RlHEH On Machine Learning

24 How to define the attack of multi-view clustering models ?

Definition 2: (Attacking Multi-view Complementarity and Consistency) A successful attack method disrupts both
complementarity and consistency when it induces noticeable differences between the pre-attack and post-attack states of
learned view-specific representations and the consensus representation through the target model.

view-specific representation before the attack view-specific representation post the attack

v _—
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common representation before the attack common representation after the attack
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24 How to define the attack of multi-view clustering models ?

B How to train the Generator and Discriminator:

. Vanilla Minimax GAN Loss Restr/ct/‘ofn on the Perturbation
£:=Y E.flog(D(x?))+log(1-D (x*+G (x*)))]. Leonsiran = 3 B [min {e — [} (x")|*,0}].
v=1 v=1

e

m,gx mgin L M1 Lo com|— ,UJ2»Ca-con — ,UJ3£constraint
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Locon: =3 Exo [IC° (x*) = C* (x* + G (x")II*)  Lacon =Epxeoy, |CH{x"}0) —C ({x*+G (x*) }o)|I°.-

The Attack of Complementarity The Attack of Consistency

Remark: If we solely attack the complementarity of multiple views (i.e., optimizing only La-com), we may fail to disrupt the final
learned consensus representation, potentially yielding identical results before and after the attack. Similarly, if we exclusively target
the consistency of multiple views (i.e., optimizing only L, .on ), We cannot ensure that each view has been adequately attacked,

potentially affecting only a subset of views. Therefore, our model is rational, as it ensures that each view is attacked while

preserving a consensus representation of changes. 8
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) Adversarially Robust Deep Multi-View Clustering

N We first define the basic DMVC loss: Contrastive Loss

U LU, . | Clustering Module
Lceomve (x3,x730) :=|LcL|+ Lppc, J

B Adversarial Training-DMVC Loss (AR-DMVC):

Basic DMVC Loss adversarial training Is adopted

\
U v,
Lar-omve = LceLmve (X5, X5 ;6

+ AlcLmve (X5

where X', X! = arg max Lcr,
(A (] N
X; €Be[x; ]
X; €EBc[x]]
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)
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(%Y,

%V 6)
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A

contrastive loss for the adversarial multi-view data
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© Adversarially Robust Deep Multi-View Clustering

Attack Mitigator: From the information-theoretic perspective,
we introduce the conditional mutual information to measure the
information between the adversarial input X and the
corresponding predictive clustering assignment a, i.e.,

I(%;a|x)

Theorem 4.2 (it can be upper-bounded in a more simplified
formulation.)

o [ p(éli)]
I(x;a | x) = Ez onp@a)Basni@i |108 ————=
(%8 [ %) = Eg onp(x 0 Banpaln) |18 72
[ p(éli)p(alw)]
:E:i:ww ix]Ea,N alx lo
,&~p(X,x) p(l)_gp(a|w)p | z)

=DxL(p(a|x)[lp(alx))— DxL(p(a
<DkL(p(a|x)|lp(alx)).

Adversaries to DMVC Models

‘CAR—DMVC—AM —

Adversarially Robust DMVC
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Lcr-mve (xé‘, XQ'}' 9)

+ ALlcmve (X7, X7 ; 6)

SU SV __
where x,', X, =

+7Dxe (p(a| ) [p (aIX))
argmax Lo, (X', X7;0) .
X €Bc[x/]
X, €B[x] ]

’ : Original Multi-view Data ‘ o
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X : Visible Images
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Adversarial Multi-view Data D: Encoder

3 : PGD

2
X : Infrared Images
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©Experimental Results

Adversarial samples generated by our attack on RegDB' Table 1. Pre-attack (PRE) and post-attack (POST) performance for deep multi-view clustering models on four datasets.

57 190 203 66 MODEL REGDB NOISYFASHION NOISYMNIST PATCHEDMNIST
i - s ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
View 1 I - EAMC PRE 0.64 0.86 062 0.57 070 052 074 088 0.75 062 0.17 0.20
: R 40 (CVPR’20) PosT 033 057 023 030 020 011 025 0II 006 053 013 0.5
Original Data | | ¥ , OB SIMVC PRE  0.56 0.86 0.54 0.54 0.53 037 091 094 090 079 044 0.49
Pre-attack ' ; - (CVPR’21) PosT 030 0.6 024 030 025 013 029 020 012 049 013 0.2
CoMVC PRE 045 073 038 0.69 071 059 099 099 099 081 048 0.52
View 2 (CVPR’21) PosT 025 047 014 040 035 025 03] 020 013 061 020 021
MULTI-VAE PRE 047 0.76 040 0.64 0.66 054 0.84 089 082 076 041 0.45
(ICCV’21) PosT 043 071 033 047 043 030 046 039 028 051 019 0.6
AECODDC PRE 043 072 036 078 078 070 099 099 099 0.65 021 0.29
(CVPR’23) PosT 023 046 013 039 039 023 024 01 006 046 011 0.10
View 1 INFODDC PRE 026 0.58 020 046 042 026 078 0.86 075 0.61 028 0.67
iew (CVPR’23) PosT 022 050 0II 025 019 010 033 022 014 053 013 0I5
. SEM PRE  0.40 0.67 030 0.85 0.85 079 0.62 061 042 048 026 0.22
Ad I Dat
P (NEURIPS'23)  PosT 033 063 021 031 030 014 021 011 007 045 016 014
AR-DMVC PRE  0.55 0.84 048 0.68 0.69 056 099 099 099 0.83 052 0.58
View 2 (OURS) PosT 042 0.66 03] 054 048 033 090 079 080 065 034 036
AR-DMVC-AM PRE 054 085 0.50 0.69 0.73 0.59 0.99 099 099 0.81 0.46 0.52
(OURS) PosT 052 079 042 0.67 0.67 055 093 085 085 074 035 040
Attack Visualization Results Clustering Performance
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