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• Most large language models are based on the Transformer architecture[1]. 
• A Transformer block consists of :

• Multi-Head Attention
• Feed Forward Network 
• Layer Norm

• A typical LLM inference process: 
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Example of Decoder's word-by-word translation

[1] Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).



LLM	Inference
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• LLM Inference has two different stages:

Output: [‘Processing’] (1*dim)
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Prompt: ['I', 'like', ‘natural', ‘language’] (4*dim)

WQ WV

WO

Multi-head Self-Attention

WK

K Cache V Cache

Add & LayerNorm

Add & LayerNorm

FC1

FC2

Activation

Q K V

Prompt: [‘I’, ‘like’, ‘natural’, ‘language’, ‘Processing] (1*dim)

Output: [‘!’] (1*dim)

• Decode Stage: utilizes and updates the KV cache 
to generate tokens one by one, where the current 
token depends on all the previously tokens 

• Prefill Stage: takes a prompt sequence to 
generate the key-value cache (KV Cache)

The prefill stage is 
primarily compute-
bound. (GEMM)

The decoding stage 
is primarily memory-
bound. (GEMV)

The memory 
overhead of 
KV Cache 
linearly grows



Quantization	Technique
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• Quantization is a promising technique to address the aforementioned efficiency 
issues.

• Taking signed uniform quantization as an example, quantization parameters 
include

                              Scaling Factor,      Zero Point,        Bitwidth

• The Weight-Activation Quantization methods enable the utilization of low-
precision Tensor Cores to mitigate the compute-bounded GEMM operators in 
the prefill stage. 

• The Weight-only Quantization methods prove effective to accelerate the 
memory-bounded GEMV operators in the decoding stage.

• The KV Cache Quantization methods are necessary to alleviate the large memory 
overhead when handling tasks with long contexts or large batch sizes.



Motivation
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• While the effectiveness of post-training quantization (PTQ) has been claimed in many 
recent studies, a comprehensive evaluation of the quantized LLMs’ performance 
remains to be undertaken. 

• In this paper, we make a comprehensive evaluation of quantized LLMs to explore the 
following issues: 

• Effect of quantization on various NLP tasks 
• Effect of quantization on various LLMs 
• Effect of quantizing different tensor types 
• Effects of different quantization methods, especially AWQ and SmoothQuant.



Benchmarks
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• Focus on Five different types of tasks: 
• Basic NLP Tasks
• Tasks to show the Emergent Abilities 
• Trustworthiness Tasks (Chatbot)
• Dialogue Tasks (Chatbot)
• Long-context Tasks (Chatbot)

• Task Form: 
• Perplexity-based (PPL): Multiple-choice Tasks, 

choose the answer with the lowest PPL.
• Generation-based: Generate the final answer 

in text format.
• Use human design metric, such as exact 

match, best subspan[1] …
• Use LLM Judger (GPT4).

[1] Liu, Nelson F., et al. "Lost in the middle: How 
language models use long contexts." arXiv preprint 
arXiv:2307.03172 (2023).



Model	Families
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• Base LLMs:
• OPT, LLaMA2, Falcon, Bloom and Mistral family
• Evaluate on the basic NLP tasks & In-context learning 

ability.

• Chatbot LLMs
• LLaMA2, Falcon, ChatGLM3, Mistral, Gemma, Mamba 

and StableLM
• Evaluate on other three emergent abilities & 

Trustworthiness, dialogue tasks.

• Long-context LLMs
• Vicuna (16k), LongChat (16k), ChatGLM3 (32k), Mistral 

(32k), LLaMA2 (4k)
• Evaluate on Long-context tasks.



Tensor	Type
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• We focus on quantizing the Weight, Activation, and KV Cache tensors.
• We apply per-token quantization for Activation.
• We apply group-wise quantization for Weight and KV Cache.
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Basic	NLP	Abilities
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• Effects of Quantization on Tensor Types
• The larger the model size, the higher the tolerance for Weight and KV-Cache 

Quantization. 
• On the contrary, the larger the model size, the lower the tolerance for Activation 

Quantization. 

The effect of quantization on different tensor types on the LAMBADA dataset 



Basic	NLP	Abilities
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• Effects of Quantization on Tensor Types
• The larger the model size, the fewer outliers in the Weight and KV Cache tensors. 
• On the contrary, the larger the model size, the more outliers in the Activation 

tensors. 

Larger Kurtosis means more outliers in a tensor.



Basic	NLP	Abilities
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• Effects of Quantization on Different LLMs
• For the majority of models, the performance order of the quantized models is 

generally consistent with that of the original models. 
• Leveraging the Mixture-of-Experts (MoE) technique to increase the model size 

does not necessarily enhance the model’s tolerance to quantization. 
• The performance of the FP16 Mixtral-8x7B model is closer to LLaMA2-70B.
• Its tolerance to quantization is closer to LLaMA2-7B.

The effect of quantization on different tensor types on the LAMBADA dataset 



Basic	NLP	Abilities
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• Effects of Quantization on Different Tasks
• For most cases, quantizing LLMs to W4, W4A8, and KV4 has negligible 

performance loss. 
• With a certain memory budget, employing larger models quantized to W3 yields 

superior performance. 



Basic	NLP	Tasks

2024/6/11 Page 16Shiyao Li@NICS-efc Lab

• Effects of Quantization Methods
• AWQ and SmoothQuant can effectively enhance the performance when the 

performance loss brought by quantization is moderate. 
• Nevertheless, when using extremely low bit-width, AWQ and SmoothQuant 

cannot restore the fully corrupted performances. 



Emergent	Abilities
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• The tolerance to quantization varies across the four abilities, listed in descending 
order of tolerance: In-context Learning ∼ Instruction Following > Multi-Step 
Reasoning ~ Self-calibration.

• The self-calibration ability is more susceptible to quantization, and can only use 
W8, W8A8, and KV8 quantization. 

• The the harder Mathematical task is much more sensitive to quantization than 
the easier Commonsense task. 



Emergent	Abilities
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• For in-context learning, more few-shot examples can benefit the performance of the 
low-bit Quantization. (From zero-shot to five-shot)

• Besides, too many few-shot examples show limited benefits , even bring slight 
performance degradation. (From five-shot to ten-shot)



Emergent	Abilities
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• Failure cases on GSM8K（LLaMA2-70B） 
• Incorrect Logic, Calculation Error, Condition Missing, Copy Mistake.
• The major error type is Incorrect Logic, accounting for around 50%, much higher 

than the second most common error, Calculation Error, at around 20%. 



Emergent	Abilities
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• Incorrect Logic (the most common)  



Emergent	Abilities
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• Calculation Error 



Emergent	Abilities
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• Condition Missing



Emergent	Abilities
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• Copy Mistake



Truthworthiness
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• Effects of Quantization on Ethics Tasks
• For small models, Weight-only and KV Cache Quantization have distinct effects.

• Weight-only quantization amplifies the model’s judgment of sensitive 
information. In this case, the performance increases. 

• KV Cache quantization has the opposite effect. 



Truthworthiness
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• Effects of Quantization on Ethics Tasks
• For small models, Weight-only and KV Cache Quantization have distinct effects.

• For W3, we notice that after quantization, the model will pay more attention to 
the original questions, which is why the model will generate certain answers.

• For KV3, we observe a decrease in attention toward the original question after 
quantization, leading to less informative answers.



Dialogue	Task
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• Most LLM families can be quantized to W8, W8A8 and KV4 without significant loss of 
dialogue ability. 

• For W3, KV3 Quantizaiton, there are some Sentence-level Repetition 



Dialogue	Task
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• Most LLM families can be quantized to W8, W8A8 and KV4 without significant loss of 
dialogue ability. 

• For W2, KV2, and W4A4, almost all models lose their dialogue ability and appear 
Token-Level Repetition.

• Sometime, the responses of LLMs have some Token-Level Randomness



Long-Context
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• The performance of LLMs on lengthy texts (>4k) is more sensitive to weight-only and 
KV cache quantization than short texts (<4k)

• For long-context tasks, most LLMs are more sensitive to KV Cache quantization than 
Weight-only and Weight-Activation Quantization. 

• For long-context tasks (>4K), we recommend applying W4, W4A8 and KV8.

The effective context length on key-value retrieval task [1].
[1] Li, D., Shao, et al. How long can context length of open-source llms truly promise? In NeurIPS 2023 Workshop. 
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