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In machina learning we are more interested in the 

prediction behavior from the perspective of learning, i.e., 

how these models would behave on testing examples, which 

is much less studied for stochastic optimization.

1. Formulation:

2. Decomposition :

We call the first term mentioned above the generalization error; it quantifies the shift in model performance 

from training to testing. The second term is known as the optimization error, which measures the algorithm's 

effectiveness in minimizing empirical risk.
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1. One-level :

2. Two-level :

3. Multi-level :

Questions
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1. One-level : Image classification, Style transfer.

2. Two-level : Risk averse portfolio

3. Multi-level :

Applications
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Our Contributions:

1. We define uniform stability for K-level optimizations and link it to generalization error.

2. Our theoretical results indicate that fewer iterations and proper step sizes will improve algorithm 

stability of stability in the convex setting.

3. Increasing levels impact the generalization error by reducing stability and increasing the variance 

between the combined stochastic gradient and the true gradient.

4. Additionally, using more samples initially can enhance performance, thereby improving the 

efficiency of STORM-based algorithms.
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1. One-level : A is uniformly stable if

2. Two-level : A is uniformly stable if                  and

and

3. Multi-level : A is uniformly stable if                   and

Uniform Stability
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Results

Table 1: Summary of our results.
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Main results

• Theorem 1  (Quantitative relationship between generalization and stability):

• Theorem 6  (Excess Risk Bounds of three Algorithms):

1. Setting T = 𝑂 𝑛2.5 , 𝜂 = 𝑂 𝑇−0.8 and 𝛽 = 𝑂 𝑇−0.8 we can obtain

2. Setting T = 𝑂 max(𝑛2.5, 𝑚2.5) , 𝜂 = 𝑂 𝑇−0.8 and 𝛽 = 𝑂 𝑇−0.8 we can obtain

3. Setting T = 𝑂 𝑛𝑘
2.5 , 𝜂 = 𝑂 𝑇−0.8 and 𝛽 = 𝑂 𝑇−0.8 for any 𝑘 ∈ 1, 𝐾 we can obtain
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Experiments  Results

Figure 1: Experiments of our results.

• First, we examined the performance of STORM 

versus SGD in fitting a univariate quintic polynomial.

• Second, we investigated how varying the number of 

levels affects generalization error within a two-level 

optimization framework.

• Third, we explored the impact of the initial iteration 

batch size on generalization. 

• Fourth, we investigated the impact of noise on 

generalization.
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