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Nonlinear dimensionality reduction

geometric topology remains 

data / observation space
embedding / coordinate space

Manifold learning

Manifold learning may be a natural way of behavior in human cognition.

《The manifold ways of perception》 2000，Seung et al., Science



Motivation

SPD (symmetric and positive definite)

𝑺𝒚𝒎𝑵
+

FC
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Motivation

SPDNet
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mapping

No constraint on the mapping functions

independently 

(1) the learned mapping functions lack explainability, 

(2) such deep model may demand a relatively large 
volume of training data, 

(3) adapting a pre-trained model to a new dataset 
may pose challenges.

Intrinsic low-dimensional matrix

original high-dimensional matrix



Motivation

Brain rhythms 

time

Neuronal fibers

fMRI sMRI
Anatomical projections

Neural activity

Structural connectivityFunctional connectivity

𝑺𝒚𝒎𝑵
+

BOLD signals

SPD matrix

How does the structural 

foundation of the brain 

shape its dynamic

functional activities? 

How does the coupling 

between SC and FC 

contribute to the 

emergence of cognition 

and behavior?



Preliminaries

Canonical Deep Model on SPD Matrices

𝐗𝑙 = 𝚿𝑙𝐗𝑙−1𝚿𝑙
⊤

𝚿𝑙 ∈ ℝ𝑑𝑙×𝑑𝑙−1

𝐗𝑙−1 ∈ 𝑆𝑦𝑚𝑑
+ 𝑑 = 𝑁

𝑑𝑙 ≪ 𝑑𝑙−1

𝐗𝑙 ∈ 𝑆𝑦𝑚𝑑𝑙
+

the learned mapping function 𝚿𝑙 

lacks interpretability in the 

context of data geometry We introduce scattering transform (such as wavelet) 

technique to decompose each 𝚿𝑙 into two dimensions:

frequency and location.

Scattering Transforms on Graph

fMRI DWIAnatomical projectionsNeural activity

SC

FC SC

Mapping

column-wise 
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Scattering 
transform

𝜓𝑖
𝑘 = 𝐔𝑔𝑘 𝛾𝚲 𝐔⊺𝛿𝑖

spectral filter 

𝑔𝑘 · = 𝑒−𝛾𝜆𝑘

In this paper we show that while convolutions and attention are 
both sufficient for good performance, neither of them are 
necessary. 
MLP-Mixer contains two types of layers: one with MLPs applied 
independently to image patches (i.e. “mixing” the per-location 
features), and one with MLPs applied across patches (i.e. 
“mixing” spatial information).

ℒ = 𝐔𝚲𝐔⊺
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Methods

New Mapping Function on Riemannian 

Manifold Constrained by Graph 

Scattering Transforms

𝑁

𝑆𝑦𝑚𝑁
+

𝑁𝑁

𝐾
𝑁

Harmonic 
wavelet

𝑁

𝑁𝐾
𝑁

𝑁𝐾

(b)

𝑁𝐾

𝑁𝐾

𝑁

pooling

node…

… … …

𝐾 × 𝐾

𝑆𝑦𝑚𝑁
+

𝚿𝑖 = 𝜓𝑖
𝑘

𝑘=1

𝐾

Harmonic wavelet FC matrix

𝐗 𝕏 = ℙ⊺𝐗ℙ ∈ ℝ𝑁𝐾×𝑁𝐾

Supra-FC ෩𝐗 We seek to use the pooling 
operation to regain the SPD 
property while reducing the 
dimensionality.

The MLP-Mixer architecture of 
positive mapping ℙ⊺𝐗ℙ on 
Riemannian manifold can be 
formulated as:

SC FC



Methods

DeepHoloBrain: A Proof-of-Concept Approach to Explore the Enigma of 
Neural Dynamics Through the Insight of Deep Model

𝑁𝐾

𝑁

𝑁

𝑇

𝑇

𝑁
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𝑁

𝑯

𝑿

𝑁𝐾

𝑇

𝑇 

𝑁𝐾

𝕏Supra-FC matrix
Augment

Harmonic wavelets

FC matrix

Time course matrix

𝒁Augmented time course

Augment

ℙ

Scattering Transforms: 
Stepping Stone between Deep 
Learning and SC-FC Couplings.

encodes pairwise correlations

between two time course of 

neural activities

𝑿FC matrix

ℎ𝑖 = ℎ𝑖 1 ℎ𝑖 2 . . . ℎ𝑖 𝑇
𝐗 = 𝐇𝐇⊺

we apply harmonic 

wavelets on FC matrix 𝐗
Harmonic wavelets

ℙ

We study each column in 

𝐇, which is the whole-brain 

snapshot of neural activities 

ℎ𝑡 ∈ ℝ𝑁 at time 𝑡
We first apply harmonic 

wavelets ℙ to each 

snapshot ℎ𝑡, yielding an 

augmented time course 

matrix 

𝑍 = ℙ𝑯 ∈ ℝ𝑁𝐾×𝑇

𝒁

Augmented time 

course matrix

After that, the inner project of 𝒁
and 𝒁⊺results in the Supra-FC matrix

Supra-FC matrix

𝕏

Neuroscience Insights.

The oscillation patterns of each 

harmonic wavelet 𝜓𝑖
𝑘, constrained by 

the local topology of structural 
connectome, characterize the 
frequency-specific neural activities 
supported by the underlying neural 
circuit.

The inner project                 over time 
essentially allows us to modulate the 
observed neural activity signals with the 
pre-define bandpass filters, which gives 
rise to coupled neural oscillations at 
distinct frequencies.

𝜓𝑖
𝑘 ℎ𝑡  

records interference patterns generated by two SC-
modulated neural activity signals. 

𝕏 = 𝐙𝐙⊺

𝕏 = 𝐙𝐙⊺
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Results

Generality as A Pre-trained Model.

We pre-train a regression model 

based on Montreal Cognitive 

Assessment (MoCA) score on

HCP-A data, and fine-tune a 

classification mode on ADNI

data.

One of the critical challenges of 

deploying computer-assisted 

diagnosis in clinical routine is 

the limited sample size, 

especially for disease cohorts



Thank you!

Q&A
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