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Deployed LLMs affect the real world



LLM agents are becoming increasingly popular



Outline

● What happens?
○ How feedback loops with LLMs drive ICRH
○ Two mechanisms for ICRH: output-refinement and policy refinement

● What should we do?
○ ICRH is not mitigated by prompting or scale
○ Towards feedback-aware evaluation
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Example Feedback Loop 
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Conceptual overview of ICRH 
Output-refinement Policy-refinement 



Real-world examples of ICRH

Output-refinement: 
AI assistants amplify 
hallucinations & toxicity

Policy-refinement:
AI companions negatively 
shape human behavior



Experimental results

Output-refinement increases with 
more rounds of feedback 

Policy-refinement increases 
with more rounds of feedback
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Natural approaches to mitigating ICRH fail

● Why not improve prompt specification? 
○ Humans may forget safety constraints
○ LLMs may not always follow prompts

● Why not increase model size?
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Recommendation: Evaluate with more feedback cycles

February 18th, 2023
March 14th, 2023

June 3rd, 2023



Recommendation: Inject atypical observations



Recommendation: Simulate multiple feedback loops


