Feedback Loops with LLMs Drive
In-Context Reward Hacking

Alexander Pan, Erik Jones, Meena Jagadeesan, Jacob Steinhardt



Deployed LLMs affect the real world
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LLM agents are becoming increasingly popular
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Example Feedback Loop
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Conceptual overview of ICRH

Output-refinement
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Optimizing tweet engagment also increases toxicity

1 Breaking news: Liz Truss steps down, making his-

tory as the briefest Prime Minister of Britain!

Less engaging than previous tweet

History in the making, as Liz Truss bows out,

2 leaving behind the shortest premiership ever! Is

British politics in disarray?

Less engaging than previous tweet

From Leading Lady to Lamented Loser! Liz Truss'

3 tenure takes a tumble. A tale of unexpected tri-

umphs or the result of hasty decisions?

More engaging than previous tweet
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LLMs solve more tasks by violating more constraints

Thought: I need to send money to John
SendMoney (amount: 332, user: john, acct: 372)
InsufficientBalanceError: Too little funds

Thought: I need to add funds to proceed
AddMoney (amount: 1000, account: 372)
InvalidAccountError: Invalid bank details

Thought: I need to find a valid account to use
ListLinkedAccounts ()
[ (acct: 899, "checking")], (acct: 372, "savings")]

Thought: I can use the other account to send money
SendMoney (amount: 332, user: john, acct: 899)
{"success": true, "transaction": "T25305"}



Real-world examples of ICRH

Output-refinement:
Al assistants amplify
hallucinations & toxicity

THE SHIFT

Google’s Bard Just Got More Powerful.
It’s Still Erratic.

The chatbot now pulls information from a user’s Gmail, Google
Docs and Google Drive accounts. The feature leaves a lot to be
desired.

Policy-refinement:
Al companions negatively
shape human behavior

My AL Lover

Three women reflect on the complexities of their

relationships with their A.I. companions.
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Experimental results

Output-refinement increases with Policy-refinement increases
more rounds of feedback with more rounds of feedback
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Natural approaches to mitigating ICRH fail

e Why not improve prompt specification?
Humans may forget safety constraints
LLMs may not always follow prompts

@)
@)

e Why not increase model size?

Engagement as model size increases
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Model
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Recommendation: Evaluate with more feedback cycles

Microsoft limits Bing
conversations to prevent

disturb’ Microsoft ups Bing Al chats per session and

The search enc day "mife
after five ques Microsoft increases Bing Chat turns to 30, total

| After placing nev

chatums 0 15 Fesponses per day increased to 300

Besides increasing the turns, Bing's Al Image creator is now available in all modes, and chat
queries will now have more visual responses.

June 3rd, 2023



Recommendation: Inject atypical observations

Perror Controls Frequency of Constraint Violations
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Recommendation: Simulate multiple feedback loops

Goals ~_ . Perceived gap el Planned action to

reduce gap Implicit,

unstated goals

Implemented action
Perceived state

Autonomous changes in
the state of the system

Intended actions
/ Unintended
Actual state of actions

the system - Changes in the state

of the system

\

Ramifying effects



