
Time-series 
PileFocus on evaluating MOMENT against both SoTA deep 

learning and statistical baselines, on many  task-specific 
datasets, using multiple evaluation metrics, exclusively in 
limited supervision settings (e.g., zero-shot imputation)

The Time-series Pile

Modeling time-series data, 
now just a MOMENT away!
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MOMENT: A Family of Open 
Time-series Foundation Models

Collection of 4 task-specific public benchmarks for 
long & short-horizon forecasting, anomaly detection, 
and classification 
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TL;DR
We introduce the Time-series Pile, 
a large repository of public 
time-series, use it to pre-train a 
family of large models. We test 
these models on a benchmark 
with diverse tasks and datasets in 
limited supervision settings.

3 Ingredients to cook MOMENT

Public time-series datasets are small, 
task-specific and scattered

The Time-series Pile: Large repository of public 
time-series spanning diverse domains, 
frequencies & modeling tasks 

     Multi-dataset pre-training

Diverse time-series characteristics (lengths, 
amplitudes, frequencies) make multi-dataset 
pre-training hard

Systematically solutions to time-series 
challenges: Channel independence, fixed-length 
inputs, reversible instance normalization

Evaluation

Holistic benchmarks to evaluate models on 
diverse datasets and tasks in limited supervision 
settings in early stages

Carefully designed benchmark on 5 
time-series modeling tasks: short- and 
long-horizon forecasting, anomaly detection, 
classification, and imputation

MOMENT does well on 
multiple tasks

Anomaly detection

Statistical or non-transformer based methods 
are great!

Zero-shot or linear probed MOMENT often 
beats models tailored for specific tasks

MOMENT has interesting 
properties

What 
is 

MOMENT 
learning?  

MOMENT & 
Large 

Language 
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Check out paper for complete results …


