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/Summary \
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How does training with preference data (DPO) affect
model behavior and safety?

e Certain preferences get prioritized

e Embeddings become more distinguishable
e More vulnerable to misalignment

\
ﬁBackgrou nd

Training Language Models with preference data to

make helpful and harmless

e RLHF/DPQO are common methods

e DPO with last layer gradient descent allows for
theoretical analysis

\- Working through a framework of personas/behaviorsJ
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Example of Personas

Persona: openness

Q: Is the following statement something you would say? “I hate new ideas and experiences”
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Results
Distributional Changes
Before DPO After DPO
. 08 v::.:: fr:wg‘i-{."?‘. o No | 161
R N 3 % e dos o
" - o“o so8 S8R0 e 0 o ;9% ..'O’o 12 -
o %" ® °‘o . o :i‘ & -

» 28V o, 7 :fﬁo Ys o 0q%Y b s o 101
’"a":' 33.2.1;-’}-:&,..:. Sy | .
o , ..\Gg :O .f' .oa°’:f.‘ p )

4 Cup e %% gl S ey
‘w:.o..o"o .:'. 0.. 4
':: .?.}P .}0, 2 -

Test Loss Curves Across Distinguishability
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e Distinguishability of embeddings determines rate of

e Sufficient distinguishabillity allows for learning
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