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n Randomized smoothing: a provable certified robustness method against vulnerability issues of 
neural networks.

n Definition of smoothed classifier: ̅𝑓 𝑥 ≜ 𝑎𝑟𝑔𝑚𝑎𝑥! ℙ"∼${𝑓 𝑥 + 𝜖 = 𝑐}
n When 𝜖 ∼ 𝑁(0, 𝜎%𝐼), Cohen et al. (2019) derive a concise formula for the certified radius:

R = 𝜎Φ&'(𝑝)
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Figure from Goodfellow et al. (2015)

Refs:  [1] Goodfellow et al. Explaining and Harnessing Adversarial Examples. In ICLR 2015.
[2] Cohen et al. Certified Adversarial Robustness via Randomized Smoothing. In ICML 2019.



¡ Essential problems in Randomized Smoothing: 

¡ 1. the working mechanism of smoothing distribution on base classifiers

¡ E.g.  The dispute between Zhang et al. (2020) and Yang et al. (2020):

¡ Zhang et al. (2020): General Gaussian enhances the ℓ% certified robustness provided by Gaussian.

¡ Yang et al. (2020): Gaussian is the best distribution; General Gaussian does not defeat Gaussian.

BACKGROUND

Zhang et al. (2020)’s results Yang et al. (2020)’s results

How General Gaussian works?
Refs:  [1] Zhang et al. Black-Box Certification with Randomized Smoothing: A Functional Optimization Based Framework. In NeurIPS 2020.

[2] Yang et al. Randomized Smoothing of All Shapes and Sizes. In ICML 2020.



¡ Essential problems in Randomized Smoothing: 

¡ 2. the curse of dimensionality in Randomized Smoothing

¡ Li et al. (2022) first proposed a theoretical solution to the curse of dimensionality in randomized
smoothing by introducing General Gaussian into Double Sampling Randomized Smoothing
(DSRS).

BACKGROUND

Can Li et al.’s theoretical solution be improved by improving General Gaussian?

Figure from Hayes (2020)

Refs:  [1] Hayes. Extensions and Limitations of Randomized Smoothing for Robustness Guarantees. In CVPR 2020.
[2] Li et al. Double Sampling Randomized Smoothing. In ICML 2022.
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Which is the optimal distribution for providing ℓ! certified 
robustness in randomized smoothing?

n Mainstream view in academia: Gaussian is the best.

n Ours: Many Exponential Standard Gaussian (ESG) distributions 

perform as well as Gaussian. i.e., many ESG tie the best.

ESSENTIAL PROBLEM 1

(Gaussian)



How to solve the curse of dimensionality in randomized 
smoothing?

ESSENTIAL PROBLEM 2

n The SOTA theoretical solution: Introducing
General Gaussian in DSRS can provide an
Ω( 𝑑) lower bound for the certified radius,
which breaks the curse of dimensionality.

n Ours: Exponential General Gaussian (EGG)
distribution can improve the lower bound of
General Gaussian distribution. i.e., EGG
improves the SOTA theoretical solution.



On ESG:
n We first derive the integral solution to the certified radius of ESG distributions in

randomized smoothing. (Kumar et al. (2020) have noticed the sampling
probability stays almost constant with the exponent of ESG-like distributions, but
no computation of certified radius is derived due to the lack of math tools at that
time.)

n We propose 2 asymptotically mild assumptions and derive a highly approximate
analytic formula for the certified radius-sampling probability relation of ESG.

n We prove the analytic formula derived above converges to Cohen et al. (2019)’s
origin formula for randomized smoothing with an 𝑂 !

"
error bound.
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Refs:  [1] Kumar et al. Curse of Dimensionality on Randomized Smoothing for Certifiable Robustness. In ICML 2020.
[2] Cohen et al. Certified Adversarial Robustness via Randomized Smoothing. In ICML 2019.
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On EGG:
n Under appropriate concentration assumptions for the base classifier, we prove

Exponential General Gaussian can provide tighter lower bounds for the certified
radius in DSRS, improving the SOTA theoretical solution to the curse of
dimensionality in randomized smoothing.

n Our experiments demonstrate that EGG can significantly improve the
robustness certification provided by General Gaussian on real-world datasets.
On ImageNet, the increment in certified accuracy reaches up to 6.4%.



EXPERIMENTAL RESULTS


