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Feature Attribution as a Problem of PNS Measurement Wel) Necessity Module
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» To explain the ML model, feature attribution methods assign | Asp: An event of perturbation on the subset s of an
weights to input features through a perturbation test, i.e., input sampled from P(X | [| Xs — X|lp < b),

comparing the difference in prediction under different
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perturbations prediction f(x) relative to the prediction f(x') of P Perturb on § w;;ll;iflg ! Pert“(rb;ms
» However, this perturbation test may not accurately distinguish serturbed x', expressed as |F(x') — FG)| > c. 9(:3) — sufcienes Modii 9
the contributions of different features to the prediCtiOn when e il g (a) Factual Stage (b) Interventional Stage
their changes In prediction are similar after perturbation. PNS = PN - P(A.y, Bo.) + PS - P(Asp, Bol) Fig. 2 Architecture of FANS, which takes the sample x! to be
' ’ ’ ' : iid
Causal Model for Feature Attribution  To evaluate the importance w, of the target input x* on the dimension explained and the samples € " P(X) as inputs, throughout the

necessity and sufficiency modules to output PN and PS, and
finally combine PN, PS into PNS.

subset s, we aim for w, finding a neighborhood for x* where perturbing
samples within this neighborhood on s have the highest probabillity of being

necessary and sufficient causes for prediction change, and take this

We develop a principled causal framework to model the
perturbation test in feature attribution.

* First, we define the neighborhood of d-dimensional target probabllity as w,. Mathematically, * Performance of FANS. Table below shows FANS consistently
input x* to be explained as the distribution of X on a Definition (Necessary and Sufficient Attribution) Necessary and Sufficient outperforms all baselines in faithfulness, sparsity, and
dimension subset S € {1, ...,d}: Attribution of the input x* on the dimension subset s is defined as robustness across various image datasets.
X~PX||IXs — x|l < b) Ws: = Max PN - P(Asp, Bsc) + PS - P (As,p Bs,c) vebd T WEL R ST M| R R s wsl el i SPAT W
] ] ] ] - Saliency 3.8 x10* 643 0.658 0.623 1.8x10° 255 0558 0.753 1.2 x 10° 541 0492 0.736
. Second, draw a sample in the neighborhood of x¢. Algorithm: Feature Attribution with Necessity and Sufficiency (FANS) i%éﬁ“ﬁ ééﬁﬁ 23 Egg §§§ %é ig ggg §§i§ §§§? igig % Egi §§§§
We implement our FANS to compute the Necessary and Sufficient Attribution of the GradShap ~ 22x10° 733 0918 0673  25x10° 592 0614 0874  23x10° 565 0630 1000
by replacing features on S with the baseline value xg, and use « Calculation of b, c: Boundary b is calculated using the Scott rule to ensure a small U 2 id0r 13a 0aol oss aeklot ME o3 omn ook w1 ok oen
the model f to generate a new prediction Y: and nearly uniformly dense neighborhood. Threshold ¢ is determined by the == D0x10° 745 024 046 12x107 61 0630 036 17107 66 0634 0%
Y =f(9X S x)) maximum variance of the model's predictions under low-intensity noise simulated
by a Gaussian distribution.  We propose a novel attribution method called FANS that can
« Calculation of PS: Design a dual-stage perturbation test to estimate PS. better distinguish the contribution of feature subsets to
1) Factual stage: Draw inputs from a distribution conditional on the fact that predictions.
predictions remain unchanged after applying perturbation to the features of X on s.  FANS defines a novel attribution as the highest probability in the
2) Since the conditional distributions are complex, FANS employs the Probabilities of being a Necessity and Sufficiency (PNS) cause
Sampling-Importance-Resampling to approximate these distributions using of the prediction change for perturbing samples in different
observed samples. neighborhoods,
Fig. 1 Causal diagram of standard perturbation test 3) Intervention stage: Apply perturbation to the features of X on s and calculate . We develop a dual-stage (factual and interventional) perturbation

in feature attribution. the proportion of prediction changes test to implement our method.
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