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Background

Sharpness-Aware Minimization (SAM)

Flat minima often imply better generalization(Chatterji et al., 2020; Jiang et al., 2020).

SAM (Foret et al., 2021)  is designed to locate flat minima:



Background

However, SAM is easy to be trapped into saddle points (Kim et al., 2023; Compagnoni et al., 
2023).

To solve:

Then, the update scheme is:

Update Scheme for Sharpness-Aware Minimization (SAM)



Background: Extra-Gradient and Optimistic Gradient
 

Consider the minimax problem:

Gradient Descent-Ascent (GDA) : Unstability (Gidel et al., 2019).

Extra-Gradient (Korpelevich, 1976):
Extra extrapolation step,
looking one step ahead

Optimistic-Gradient (Popov, 1980): Reuse gradient at t-1,
Reduce computation

To ensure stability:



Method

Direct EG and OG to SAM objective:

EG OG

To address the issue that SAM is easy to be trapped saddle points,



Method

A faster convergence by using approximated closed form solution for the max problem.

Lookahead-SAM: 

Intuition:

As larger perturbations is prone to being trapped in saddle points (Kim et al., 2023;
Compagnoni et al., 2023).



Method

Lookahead-SAM Optimistic Lookahead-SAM (Opt-SAM):  
to further save computation time by reuse gradient  

However, Opt-SAM still has to compute the gradient in each iteration, and can be expensive.



Background: AE-SAM (Jiang et al., 2023)

A SAM variant to reduce computation.

Empirically,



Method: Adaptive Lookahead-SAM

Use AE-SAM technique to help reduce computation.



Analysis: Region of attraction (ROA)

ROA (informal): The Region of Attraction is all the starting points from which the system will 
eventually settle into this stable state.

ODE SAM:

ROA for ODE SAM: ROA for ODE Lookahead-SAM:



Analysis: Region of attraction (ROA)

ROA for ODE SAM: ROA for ODE Lookahead-SAM:

ROAs for SAM and Lookahead-SAM at saddle point



Analysis: Convergence Analysis



Experiments: Comparison with EG,OG and the proposed methods

Lookahead-SAM has the highest accuracy on CIFAR-100 and the second highest on CIFAR-
10, it also has a higher %SAM.
Opt-SAM is as fast as SAM w.r.t. %SAM but is more accurate. 
AO-SAM is as accurate as Opt-SAM, but is even faster.



Experiments: Comparison with SAM variants in CIFAR

Opt-SAM
and AO-SAM are consistently 
more accurate than SAM and
its variants on all datasets 
and backbones
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Experiments: Comparison with SAM variants in CIFAR with noise

AO-SAM and Opt-
SAM outperform all 
baselines at all 
label noise ratios.



Experiments: Comparison with SAM variants in ImageNet

AO-SAM again outperforms all the baselines.



Experiments: Flat Minima

The eigenvalues of Lookahead-SAM, Opt-
SAM, and AO-SAM are smaller than ERM and 
SAM.

This indicates the loss landscapes at the 
converged solutions of these SAM variants 
are flatter.



Conclusion

1. Incorporate the idea of extrapolation into SAM to gain more information about the
landscape, and thus help convergence.

2. Develop a method that combines SAM’s approximate maximizer to its inner
optimization subproblem with lookahead.

3. Provide theoretical guarantees that they converge to stationary points at the same 
rate as SAM, and are not easily trapped at saddle points..


