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Introduction and Motivation

 Objective: Reducing Knowledge Hallucination in Large 

Language Models

 Challenge: LLMs may instead exacerbate hallucination 

when retrieving lengthy contexts

 Idea: To make LLMs focus on key content when 

retrieving the entire document.



Method

 We propose a COarse-to-Fine highlighTing method (COFT) that 

promotes LLMs to focus on key lexical units, which preserves 

complete contextual semantics and avoids getting lost in long 

contexts.



Method

 Scorer

Contextual Weight

Self-information

TF-ISF score



Experiments

 Effective



Experiments

 Generalizable

Open-domain Question-Answering

Reading Comprehension
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