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Background – Neural Logic Machines

• Using neural network to approximate logic 
operations

• DLM is a variant of NLM, replaces the 
MLP with fuzzy logic



Background – Neural Logic Machines
• Taking truth value tensor as input and output



Motivation
• Training approaches are far from perfect
• NLMs would repeat similar mistakes
• Oscillating for a long while



Methodology – An intuitive example
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Results – Motivation Validation & Repetition Mitigation



Results – Data-Rich Setting



Results – Data-Scarce Setting



Conclusion

• We propose a novel regularization framework called FRGR, which 
improves the optimization of the NLMs models by utilizing the root 
cause of error repetition. 
• Our proposed method first summarizes the root cause of errors from 

the models' previous behavior with pattern mining techniques. 
• FRGR penalizes the model if it repeats similar mistakes in future 

training iterations. 
• Experimental results on multiple reasoning benchmarks demonstrate 

that FRGR can effectively improve the NLMs' performance, 
generalization, training efficiency, and data efficiency.


