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1 Motivation

Graph Neural Networks (GNNs)
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The aggregated local neighborhood can usually represent the graph semantics.  



1 Motivation

Graph Semantics (Substructures) in Different Granularities
There could exist different underlying patterns within a single graph, which makes it challenging to 
train a single model to fits well on the data. And those knowledge could be in diversifying 
granularities, which further increase the difficulties. 

Atom Level Functional Group Level Molecule Level

Each level can used for the prediction tasks of different properties. Therefore, we need a model with 
larger capacity and higher expressiveness power on graph substructure learning so that it can extract the 
knowledge in different levels for better generalization ability.  
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1 Motivation

How to Improve the Expressiveness Power on Graph Substructures?

Basically, current research on improving the expressive power of deep graph models on graph substructure 
learning mainly focus on modifying model architectures to improve WL-Test,
n Hierarchical pooling operations: SubGNN, DiffPool and etc.

n Transformer backbone: Graphormer, SAN, GraphGPS and etc.
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[NeurIPS 2018 ] Hierarchical Graph Representation Learning with Differentiable Pooling. [NeurIPS 2021]Do Transformers Really Perform Bad for Graph Representation?



1 Motivation

How to Improve the Expressiveness Power on Graph Substructures?

Meanwhile, another solution could be combining existing deep graph models into the ensemble 
learning and train each classifier to learn the graph semantics in different levels. 
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2 Challenge

Challenges on Incorporating Ensemble Learning

n Higher Training and Inference Cost: Ensemble learning will naturally introduce extra 
computation cost, so the proposed framework should not be too expensive for training and 
inference. 

n Loading Balance: Ensuring that all classifiers are utilized effectively can be challenging, as 
some of them may become over-utilized while others remain under-utilized.

n Regularization on Multi-granularity: Each classifier is included to learn knowledge in different 
granularities, so regularization should be applied to achieve this goal
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3 Methodology

MGSE Framework
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Using knowledge distillation for quick knowledge 
transfer and model converge] 8
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MGSE Framework
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Manually setting different prototype number for 𝐾
student models to model the multi-granularity 9



3 Methodology

MGSE Framework
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Adding ME-MAX regularization for loading balance 
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4 Experiment

Experiment - Dataset
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4 Experiment

Experiment - Main Results

12

Our proposed method can generally further improve the 
performance of existing graph SSL methods. 



4 Experiment

Experiment – Multi-Granularity Design
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• Multi-granularity has more significant advantage on multi-label prediction 
tasks which require more complex knowledge. 

• Our design provides more flexibility to combine different granularities for 
various tasks.  



4 Experiment

Experiment – Model Ensemble Strategy
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The distribution shift between training and testing set may have an influence 
on the best ensemble strategy. 



4 Experiment

Experiment – Prototype Visualization
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Dexamfetamine Acetaminophen Pemoline Gabapentin O-acetyl-L-serin Tizanidine Sotalol Furfural

The key substructure size of positive samples for discrimination of the BBBP dataset is larger than that 
from the Tox21 dataset. This implies that the classification of BBBP relies on high-level abstract features, 
whereas fine-grained substructure information is more helpful to the classification of the Tox21 dataset.

BBBP Tox21
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