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Improving Group Robustness on Spurious Correlation 

Requires Preciser Group Inference 



Empirical Risk Minimization (ERM)

JERM(θ) =
1
n

n

∑
i=1

l(θ; xi, yi)

Minimal average error over the training set
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Problem: Low Worst-Group Performance 
Wildbird image classification (Wah et al., ‘11; Sagawa et al., ‘20)
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62.6% average test accuracy

Minority Group

5.0% Sample Size
Standard ERM performs poorly on groups where spurious correlations do not hold.
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Prior Work: Requiring Group Label 
Group Reweighting: GroupDRO

ERM

min
θ

𝔼(x,y)∼ptr[l(θ; x, y)]

minimal average error over the training set minimal worst-case error over the training set

min
θ

{ sup
g∈𝒢

𝔼(x,y)∼pg[l(θ; x, y)]}
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Prior Work: Requiring Group Label 
Group Reweighting: GroupDRO

ERM

min
θ

𝔼 

minimal average error over the training set minimal worst-case error over the training set

min
θ

{ sup
g∈𝒢

𝔼 

GroupDRO

Group labels are expensive and labor-intensive



ERM-Based: Just Train Twice (JTT)

Prior Work: Inferring Group Label 

Stage 1: Inferring group labels
1.  Train identification model  via ERMfid
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Stage 1: Inferring group labels

E = {(x, y) | fid(x) ≠ y}
E is minority groups where spurious correlation doesn’t hold

1.  Train identification model  via ERMfid

2.  Compute error set E of misclassified training examples
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ERM-Based: Just Train Twice (JTT)

Prior Work: Inferring Group Label 

Stage 1: Inferring group labels

E = {(x, y) | fid(x) ≠ y}
E is minority groups where spurious correlation doesn’t hold

1.  Train identification model  via ERMfid

2.  Compute error set E of misclassified training examples

Stage 2: Invariant learning
3.  Upweight identified examples

4.  Train  via ERM on upsampled datafrobustHave performance gaps compared to group annotation utilized methods



EI-Based: Environment Inference for Invariant Learning (EIIL)

Prior Work: Inferring Group Label 

Stage 1: Inferring group labels
1.  Infer pseudo group label via violating invariant principles 

Re(ϕ, q) =
1
N ∑

i

qi(e)l(ϕ(xi), yi)
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Regularization term of IRM: 

where
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Regularization term of IRM: 

where

Stage 2: Invariant learning

3.  Train  via GroupDROfrobust

Have performance gaps compared to group annotation utilized methods



Prior Work: Inferring Group Label 
Human Prior

DISC: Discover and Cure
Concept Bank: human-interpretable concepts

ZIN: auxiliary information  for 
environmental INference

z

Auxiliary Information

Built year ; Age; Location; Blond Hair, 
Eyeglasses …



Prior Work: Inferring Group Label 
Human Prior

DISC: Discover and Cure
Concept Bank: human-interpretable concepts

ZIN: auxiliary information  for 
environmental INference

z

Auxiliary Information

Built year ; Age; Location; Blond Hair, 
Eyeglasses …

Not be applicable when prior information is unavailable



Goal: Inferring Preciser Group Label
GIC: Group Inference via data Comparison

Training Data
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Goal: Inferring Preciser Group Label
GIC: Group Inference via data Comparison

Group Distribution: {( ,   ),( ,   ),(   ,   ), (    ,   )} g = = (6,6,6,6)
Spurious attribute label and True label: yc

s ≠ yc

Invariant attribute label and True label: yc
in = yc

Waterbird

Landbird

Comparison Data

Land Water

50%

100%
Slight Spurious Correlation



Goal: Inferring Preciser Group Label
GIC: Group Inference via data Comparison

Training Data Comparison Data

Land Water

Waterbird

Landbird

Land Water

Spurious Correlation varies in Datasets with (slight) different group distribution

g = (10,0,0,8) g = (6,6,6,6)



Goal: Inferring Preciser Group Label
GIC: Group Inference via data Comparison

Spurious Correlation varies in Datasets with (slight) different group distribution

Term 1: Correlation Term

Training Data

Land Water

Waterbird

Landbird
Encourage the high correlation between  andy

 in the training set.ys

Spurious attribute label and True label:  ys = y

max
w

I(ytr; ̂ytr
s,w)
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Goal: Inferring Preciser Group Label
GIC: Group Inference via data Comparison

Spurious Correlation varies in Datasets with (slight) different group distribution

Training Data
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Landbird

Waterbird
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Comparison Data
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max
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Volating the invariant learning principle

High Correlation: Invariant attribute
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Term 2: Spurious Term
ytr
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Spurious Correlation varies in Datasets with (slight) different group distribution

Goal: Inferring Preciser Group Label
GIC: Group Inference via data Comparison

Training Data

Land Water

Waterbird

Landbird

Waterbird

Landbird

Comparison Data

Land Water

max
w

KL(ℙ(ytr | ̂ytr
s,w) | |ℙ(yc | ̂yc

s,w))

Volating the invariant learning principle

High Correlation: Spurious attribute

KL(ℙ(ytr | ̂ytr
s,w) | |ℙ(yc | ̂yc

s,w)) ≥ 0

Term 2: Spurious Term
ytr

s = ytr

ytr
in = ytr

yc
s ≠ yc

yc
in = yc



Spurious Correlation varies in Datasets with (slight) different group distribution
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Goal: Inferring Preciser Group Label
GIC: Group Inference via data Comparison

Term 1: Correlation Term

Encourage the high correlation between  andy
 in the training set.ys

max
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I(ytr; ̂ytr
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Term 2: Correlation Term
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s,w) | |ℙ(yc | ̂yc
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where  is a weighting parameter used to balance Correlation Term and Spurious Term.γ ≥ 0
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(Paninski, 2003; Belghazi et al., 2018)
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Term 2: Correlation Term

max
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KL(ℙ(ytr | ̂ytr
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s,w))

Variability in this correlation between datasets with different 
group distributions:

Cannot handle the situation where the 
comparison data is unlabeled ( ).yc

Theorem 3.1

KL(ℙ(ytr | ̂ytr
s,w) | |ℙ(yc | ̂yc

s,w) ≥ KL(ℙ(ztr | ̂ytr
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s,w))
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Goal: Inferring Preciser Group Label
GIC: Group Inference via data Comparison

Labeled Comparison Data ( )GICcy

min
w

H(ytr, ̂ytr
s,w) − γKL(ℙ(ytr | ̂ytr

s,w) | |ℙ(yc | ̂yc
s,w))

Unlabeled Comparison Data ( )GICc

min
w

H(ytr, ̂ytr
s,w) − γKL(ℙ(ztr | ̂ytr

s,w) | |ℙ(zc | ̂yc
s,w))

Better Training Objective: The connection with ERM-based method:

When there is no group difference or γ = 0

GIC degenerates to ERM

GIC: Regularized ERM

ERM-based inference should serve as 
the performance baseline for GIC.



Goal: Inferring Preciser Group Label
GIC: Group Inference via data Comparison

Labeled Comparison Data ( )GICcy

min
w

H(ytr, ̂ytr
s,w) − γKL(ℙ(ytr | ̂ytr

s,w) | |ℙ(yc | ̂yc
s,w))

Unlabeled Comparison Data ( )GICc

min
w

H(ytr, ̂ytr
s,w) − γKL(ℙ(ztr | ̂ytr

s,w) | |ℙ(zc | ̂yc
s,w))

Better Training Objective:



Goal: Inferring Preciser Group Label
GIC: Group Inference via data Comparison

Possible Source of Comparison Data

Validation Data

Land Water

Test Data

Land Water

Non-uniform from Training Data

Land Water



Goal: Inferring Preciser Group Label
GIC: Group Inference via data Comparison

Possible Source of Comparison Data

Step 1: ERM-based group inference

Infer group labels of training data via ERM-based 
method.

Land Water

Step 2: Sampling in non-uniform manner

Comparison Data

Land Water

Non-uniform from Training Data

Training Data

Land Water

1.  Train identification model  via ERMfid

2.  Compute error set E of misclassified training examples



Goal: Inferring Preciser Group Label
Experiments on GIC: Datasets

CMNIST

Target : digit value
Spurious attribute: digit color

Waterbirds

Target : bird type
Spurious attribute: background

CelebA

Target : hair color
Spurious attribute: gender

CivilComments-WILDS

Target : toxic / not toxic comment
Spurious attribute: identity

non-toxic no identities 
I’m quite surprised this worked for 
you. Infrared rays cannot penetrate 
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non-toxic has identities 
She is an attractive personable young 
woman, who is likely headed the 

toxic no identities 
She is a liar who uses taxpayer money 
to bribe them.   We are sick to death 

toxic has identities 
The white supremacists came armed and 
ready to kick ass, not discuss.

Visualization of evaluated datasets with minority groups marked by red boxes

Comparison Data: (unlabeled) validation data



Goal: Inferring Preciser Group Label
Experiments on GIC:  Performance in  Mitigating Spurious Correlation

Better Worst-group Accuracy

Invariant learning 
methods: Mixup



Goal: Inferring Preciser Group Label
Experiments on GIC:  Performance in  Mitigating Spurious Correlation

Even competing with methods with group labels on certain datasets



Goal: Inferring Preciser Group Label
Experiments on GIC:  Performance in  Inferring Group Labels

Inferring Preciser Group Label

Precision: proportion of correctly inferred samples 
belonging to the true minority group (higher)

Recall: proportion of samples from the true 
minority group correctly inferred (diversity)



Goal: Inferring Preciser Group Label
Experiments on GIC:  Performance in  Inferring Group Labels

Consider 4 different invariant learning methods

Preciser Group Label makes higher worst-group accuracy



Goal: Inferring Preciser Group Label
Experiments on GIC:  Error Cases Analyse

Semantic Consistency

Woman, inferred as Woman by GIC

Woman, inferred as Man by GIC (91.7%)

Man, inferred as Woman by GIC (8.3%)

Man, inferred as Man by GIC

Semantic  
consistency

Semantic  
consistency

Land BG, inferred as Land BG by GIC

Land BG, inferred as Water BG by GIC (28.7%)

Water BG, inferred as Land BG by GIC (71.3%)

Water BG, inferred as Water BG by GIC

Semantic  
consistency

Semantic  
consistency



Goal: Inferring Preciser Group Label
Experiments on GIC:  Error Cases Analyse

Target 
Landbird, 

Water

Landbird, Land

Original image Mixed image generated by oracle group label

Landbird, Water (Land) Landbird, WaterMixed image Mixed image

Blond, Woman Blond, Man Mixed imageBlond, Man (Woman)Mixed image

Target 
Blond, 
Man

Mixed image generated by GIC

High semantic consistency benefits methods achieving 
invariant learning by disrupting image semantics.
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Summary
1. Standard ERM may prioritize learning spurious correlations, leading to poor accuracy on 
groups where these correlations do not hold.

2. Improving worst-group accuracy requires group labels: performs well but is expensive.

3. Group inferred methods have performance gaps compared to group annotation utilized 
methods and may not be applicable when prior information is unavailable.

4. GIC: more preciser inferring group labels to improve the worst-group performance; 
semantic consistency aids in mitigating spurious correlations.



Thanks



Appendix: Inferring Preciser Group Label
More Experiments on GIC
Comparison Data: Sampling non-uniformly from training data



Appendix: Inferring Preciser Group Label
More Experiments on GIC
Slight group difference is enough for GIC-based group inference

Dataset g1 g2 g3 g4

Training Data 71629 66874 22880 1387

Comparison 
Data

C1 7163 6687 2288 139

C2 8535 8276 2874 182

C3 8535 8276 2874 2874

C4 2874 2874 2874 2874

 D
ifference increased


