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Improving Group Ropustness on Spurious Correlation

Requires Preciser Group Interence

Yujin Han, Difan Zou
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Minimal average error over the training set



Propblem: Low Worst-Group Performance

Wildbird image classification (Wah et al., ‘11; Sagawa et al., ‘20)

Background

Land Water

Landbird

97.3% average test accuracy

True Label

Waterbird




Propblem: Low Worst-Group Performance

Wildbird image classification (Wah et al., ‘11; Sagawa et al., ‘20)

Background

Land Water

Landbird

Majority Group

Sample Size

True Label

almost average test accuracy

Waterbird




Propblem: Low Worst-Group Performance

Wildbird image classification (Wah et al., ‘11; Sagawa et al., ‘20)

Background

Land Water
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E Minority Group
5.0% Sample Size

True Label

062.6% average test accuracy

Waterbird




Propblem: Low Worst-Group Performance

Wildbird image classification (Wah et al., ‘11; Sagawa et al., ‘20)

Land Water

2

=

O : :

E, Minority Group
5.0% Sample Size

062.6% average test accuracy

Waterbird
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Propblem: Low Worst-Group Performance

Spurious Correlation
Background

Land Water

Landbird

Invariant attribute: Bird Type

Spurious attribute: Background X

Waterbird




Propblem: Low Worst-Group Performance

Spurious Correlation
Background

Land Water

Imbalanced Data

Landbird

Simplicity Bias

Waterbird




Prior Work: Requiring Group Labe

Group Rewelghting: GroupDRO

ERM

m@in = x)~prl (05 X, V)]

minimal average error over the training set

GroupDRO

min{ sup E ) ..[{(0; X, )]}
0 geyg

minimal worst-case error over the training set




Group Rewelghting: Group.

DRO

ERM

min
0

_(X,y)rvp””[l(‘g; X, y)]

minimal average error over the training set

Prior Work: Requiring Group Labe

GroupDRO

min{ sup

’

_(X,y)l(g; X, y)] }

minimal worst-case error over the training set
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Group Rewelghting: GroupDRO

Group labels are expensive and labor-intensive




Prior Wor.

&

N

lerring Group

ERM-Based: Just Train Twice (JTT)

Stage 1: Inferring group labels

1. Train identification model f;, via ERM

abel




Prior Wor.

&

-

lerring Group
ERM-Based: Just Train Twice (JTT)

Stage 1: Inferring group labels

1. Train identification model f;, via ERM

2. Compute error set E of misclassified training examples

E={Xy)|[;dX) %y}

E is minority groups where spurious correlation doesn’t hold

Landbird

True

Waterbird

Land

Water
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ferring Group Label

ERM-Based: Just Train Twice (JTT)

Stage 1: Inferring group labels

1. Train identification model f,, via ERM

2. Compute error set E of misclassified training examples

E=1{Xy)|f/(x)#y]

E is minority groups where spurious correlation doesn’t hold

Stage 2: Invariant learning

3. Upweight identified examples




Prior Work: Inferring Group Label
ERM-Based: Just Train Twice (JTT)

Stage 1: Inferring group labels Stage 2: Invariant learning

1. Train identification model f,, via ERM 3. Upweight identified examples

2. Compute error set E of misclassified training examples

E=1{Xy)|f/(x)#y]

E is minority groups where spurious correlation doesn’t hold

4. Train f. . Via ERM on upsampled data




Prior Work: Inferring Group Label
ERM-Based: Just Train Twice (JTT)

Have performance gaps compared to group annotation utilized methods




El-Based: Environment Inference for Invariant Learning (.

Prior Work: In

lerring Group

Regularization term of IRM:

Stage 1: Inferring group labels

1. Infer pseudo group label via violating invariant principles

max C*(¢, q) = max ||[VR(¢, q)|
1
where R, q) = = D° q(($(x)),y)

abel

=111)

3. Train f.

obus

. via GroupDRO

Stage 2: Invariant learning




Prior Work: Inferring Group Label
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Based: Environment Interence for Invariant Learning (EIIL)

Have performance gaps compared to group annotation utilized methods




Prior Work: Inferring Group L

Human Prior

DISC: Discover and Cure

Concept Bank: human-interpretable concepts

Concept category Concepts

Color

[blackness, blueness, greenness, redness, whiteness]

Texture

[concrete, granite, leather, laminate, metal, blotchy, blurriness, stripes, polka dots, knitted, cracked, frilly, waf-
fled, scaly, lacelike, grooved, stratified, gauzy, marbled, flecked, stained, braided, matted, meshed, cobwebbed,
spiralled, dotted, crosshatched, wrinkled, woven, potholed, crystalline, paisley, veined, fibrous, studded, bubbly,

pleated, grid, perforated, porous, interlaced, smeared, honeycombed, sprinkled, chequered, lined, banded,
bumpy, zigzagged, swirly, pitted, freckled]

Nature

[bamboo, beach, bridge, bush, canopy, earth, field, flower, flowerpot, fluorescent, forest, grass, ground, harbor,
hill, lake, mountain, muzzle, palm, path, plant, river, sand, sea, snow, tree, water)

City

[awning, base, bench, building, earth, fence, field, ground, house, manhole, path, snow, streets)

Household

[air-conditioner, apron, armchair, back-pillow, balcony, bannister, bathrooms, bathtub, bed, bedclothes, bed-
rooms, cabinet, carpet, ceiling, chair, chandelier, chest-of-drawers, countertop, curtain, cushion, desk, dining-
rooms, door, door-frame, double-door, drawer, drinking-glass, exhaust-hood, figurine, fireplace, floor, flower,
flowerpot, fluorescent, ground, handle, handle-bar, headboard, headlight, house, jar, lamp, light, microwave,
mirror, ottoman, oven, pillow, plate, refrigerator, sofa, stairs, toilet)

Others

[bird, cat, cow, dog, horse, mouse, paw, arm, back, body, ear, eye, eyebrow, female-face, leg, male-face, foot, hair,
hand, head, inside-arm, knob, mouth, neck, nose, outside-arm, ashcan, airplane, bag, bus, beak, bicycle, blind,
board, book, bookcase, bottle, bowl, box, brick, basket, bucket, bumper, can, candlestick, cap, car, cardboard,
ceramic, chain-wheel, chimney, clock, coach, coffee-table, column, computer, counter, cup, desk, engine, fabric,
fan, faucet, flag, floor, food, foot-board, frame, glass, keyboard, lid, loudspeaker, minibike, motorbike, napkin,
pack, painted, painting, pane, paper, pedestal, person, pillar, pipe]

ZIN: auxiliary information z for

environmental INference

Auxiliary Information

Built year ; Age; Location; Blond
Eyeglasses ...

air,




Prior Work: Inferring Group Label

Human Prior

Not be applicable when prior information is unavailable




Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Land Water

® Landbird o o009 o

A Waterbird A A A

Training Data

Group Distribution: g = {(e,m),(e,),(a,m), (a ,m)} = (10,0,0,8)

Spurious attribute label and True label: y!" = y" 100%

Serious Spurious Correlation

Invariant attribute label and True label: y!" = y" 100%



Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Land Water

® Landbird

A Waterbird A A A A

Comparison Data

Group Distribution: g = {(e,®),(e,7),(a,m), (o ,m)} = (6,6,6,6)

Spurious attribute label and True label: y¢ # y© 50%

Slight Spurious Correlation

Invariant attribute label and True label: y; = y© 100%



Goal: Inferring Preciser Group Label

GIC: Group Inference via data Comparison

g = (10909098) g = (6,6,6,6)

Training Data Comparison Data




Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Spurious Correlation varies in Datasets with (slight) different group distribution

/

Term 1: Correlation Term

Land Water

o ® o O

Encourage the high correlation between y and o

y, in the training set. A Waterbird

max I(y"; 3§, Training Data
W

Spurious attribute label and True label: y, = y




Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Spurious Correlation varies in Datasets with (slight) different group distribution

Land Water .
Term 2: Spurious Term
o 00 o 0O Irr — ,Ir
® Landbird  ® ©0° o Y =
A Waterbird 4 AAA ‘A : yf,f; =y Variability in this correlation between datasets

Training Data with different group distributions:

Land Water max KL(P(y" | %I:W) [P Ysw)
\W4

® o [ o o o C C
® Landbird | © ® o® O ® ® ys 75)7

A —_—
A Waterbird A A A A A A A ym — y

Comparison Data



Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Spurious Correlation varies in Datasets with (slight) different group distribution

Land Water
o o ® o O tr tr
o —
® Landbird | ® ©00® o Yg =Y
rr _ ,Ir
A Waterbird A A A A y in y

Training Data

Land Water

® o [ o o o C C
® Landbird | © ® o® O ® ® ys 75)7

A —
A Waterbird = A A AA A A A ym_y

Comparison Data

Term 2: Spurious Term

Volating the invariant learning principle

High Correlation: Invariant attribute

KLPO" |37 [ NPOC]35,) =0




Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Spurious Correlation varies in Datasets with (slight) different group distribution

Land Water
o o ® o O tr tr
o —
® Landbird | ® ©00® o Yg =Y
rr _ ,Ir
A Waterbird A A A A y in y

Training Data

Land Water

® o [ o o o C C
® Landbird | © ® o® O ® ® ys 75)7

A —
A Waterbird = A A AA A A A ym_y

Comparison Data

Term 2: Spurious Term

Volating the invariant learning principle

High Correlation: Spurious attribute

KLPO" |37 [ NPOC]35,) = 0




Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Spurious Correlation varies in Datasets with (slight) different group distribution

Land Water .
Term 2: Correlation Term
o 090 o 0O rr — L,tr
® Landbird | ® ©0°® o Yo =Y
A 4 4 =" Variability in thi rrelation between datasets
A Waterbird A, " A Vin = ariability in this correlation betwe

with different group distributions:

Training Data

tr| ot A
Land Water max KL([FD(y ' ‘ ySfW) ‘ ‘ [FD(yC ‘ yg,w))
W
o o Y o ® o o C # C
j . e o Vs T : L : .
® Landbird _2__2 - ’ Volating the invariant learning principle
A Waterbird | A A A AA A A A ylcn = y°

Comparison Data



Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Term 1: Correlation Term Term 2: Correlation Term

Encourage the high correlation between y and Variability in this correlation between datasets

Y5 in the training set. with different group distributions:

max I(y"; 37 AR
ax 1™ 5w max KL(PQG" [37) [ | PG5 )
A% %

Training Objective: max I(y™; 37) + YKL(PQ™ |97 | PG| F5 W)

W

where ¥ > 0 is a weighting parameter used to balance Correlation Term and Spurious Term.



Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Term 1: Correlation Term

Encourage the high correlation between y and y, in the training set.

max I(y"; 3\ ,)
\%%

Term 2: Correlation Term

Variability in this correlation between datasets with different group

distributions:

max KL(P(y”I)Af?WH | PO Ysw)
W

Training Objective: max I(y™; 37) + YKL(PQ™ |97 | PG| F5 W)

W

where ¥ > 0 is a weighting parameter used to balance Correlation Term and Spurious Term.



Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Training Objective: max I(y"; J{y) + yKL(PG" | I5w) [ | PG5 w)

W
l Mutual information is difficult to accurately estimate

(Paninski, 2003; Belghazi et al., 2018)



Goal: In

ferring

“reciser Group Label

GIC: Group Inference via data Comparison

Training Objective: max I(y"; J{y) + yKL(PG" | I5w) [ | PG5 w)

W

l Mutual information is difficult to accurately estimate
(Paninski, 2003; Belghazi et al., 2018)

Term 1: Correlation Term

Encourage the high correlation between y and

y, in the training set.

max I(y"; 37,)

Replace W

min H(y", )
A%




Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Training Objective: max I(y"; J{y) + yKL(PG" | I5w) [ | PG5 w)

W

Cannot handle the situation where the
comparison data is unlabeled (y°). l



Goal:

Int

Preciser (5

erring

roup Label

GIC: Group Inference via data Comparison

Training Objective: max I(y";

NI

Yow) + YKL(P(G" ]

Cannot handle the situation where the

yo).

W

comparison data is unlabeled (

Vo) PO I5w)

!

Term 2: Correlation Term

group distributions:

max KL(P(y" |
W

Theorem 3.1

~tr

KL(P(y™|

Vo) PG| 5w) = KL(P(Z" |

Variability in this correlation between datasets with different

Vo) PO IS w)

Vew [P 35 w))




Goal:

nterring

GIC: Group Inference via data Comparison

VW) + yKL(PO" |

!

Training Objective: max I(y";

W

Better Training Objective:

NI

Vs, w

Preciser Group Label

) POV w)

Labeled Comparison Data (GICC )

min H(y", §{,) — yKL(P(y"|
w

Vo) P95 w)

Unlabeled Comparison Data (G/C)

~tr ~tr

min H(y", ) — yKL(P(z"|
W

Vo) | HP(Z] Y5 w))




Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Better Training Objective:

Labeled Comparison Data (GIC, )

min H(y", 1) — YKL(PQY" | 35w | P55 w)
A%\ Y%

The connection with ERM-based method:

When there is no group difference ory =0

GIC degenerates to ERM

Unlabeled Comparison Data (GIC)

min H(y", §§y) — yKL(P@@" | 3{y) | | P(Z° | 55 w))
\u4

GIC: Regularized ERM

ERM-based inference should serve as
the performance baseline for GIC.




Goal: Inferring Preciser Group Lapel

GIC: Group Inference via data Comparison

Better Training Objective:

Algorithm 1 GIC

Labeled Comparison Data (GICCy)

min H(y", 1) — YKL(PQY" | 35w | P55 w)
A%\ Y%

Unlabeled Comparison Data (GIC)

min H(y", §§y) — yKL(P@@" | 3{y) | | P(Z° | 55 w))
\u4

Input: Training data D; comparison data C; feature ex-
tractor ®(-); weighting parameters -y; training epochs K
of GIC
Stage 1: Extracting feature representations
Obtain z'" = ®(x!"), z¢ = ®(x°) where x'" € D,x° €
C.
Stage 2: Inferring group labels
Initialize the parameters w for spurious attribute classifier
faic.
for epoch 1 to K do
if the true label of C is available then
Optimizing Equation (11) to update w.
else
Optimizing Equation (12) to update w.
end if
end for
Infer spurious attribute labels §%",, = faic(z"; w).
Return: Pseudo group labels § = (", 737, )-




Goal: Inferring Preciser Group Label

GIC: Group Inference via data Comparison

Validation Data Test Data niform from Tra



Goal: Inferring .

“reciser Group Label

GIC: Group Inference via data Comparison

Possible Source of Comparison Data

Land

method.

Step 2: Sampling in non-

Step 1: ERM-based group inference

Infer group labels of training data via ERM-based

1. Train identification model f;;, via ERM

2. Compute error set E of misclassitied training examples A A

uniform manner Land Water

Training Data

Non-uniform from Training Data

Water

O
A A AAA‘:
| A A

Land Water
o
0 ® ®
A
A A

Comparison Data



Goal: Inferring Preciser Group Lapel

Experiments on GIC: Datasets

CMNIST Waterbirds CelebA CivilComments-WILDS
Red Green Land Water Woman Man | | "
non-toxic no identities
) I'm quite surprised this worked for
M ®) g you. Infrared rays cannot penetrate
et
-) e J?
. ?g = non—toxic has identities
o
= :3 Z She 1is an attractive personable young
woman, who is likely headed the
= toxic no identities
= — She is a liar who uses taxpayer money
— ,:a g to bribe thenm. We are sick to death
I D) -
~ = m
Ei toxic has identities
The white supremacists came armed and
ready to kick ass, not discuss.
Target : digit value Target : bird type Target : hair color Target : toxic / not toxic comment
Spurious attribute: digit color Spurious attribute: background Spurious attribute: gender Spurious attribute: identity

Visualization of evaluated datasets with minority groups marked by red boxes

Comparison Data: (unlabeled) validation data



Goal: Inferring Preciser Group Lapel

Experiments on GIC: Performance in Mitigating Spurious Correlation

Method Group Labels CMNIST Waterbirds CelebA CivilComments
Train / Val Avg. Worst | Avg. Worst | Avg. Worst |  Avg. Worst
Oracle Group labels are required

GroupDRO v /X 744+05 69.8%+2.6 | 92.0+0.6 89.9406 | 91.24+04 &87.2+1.6 | 89.94+05 70.0L2.0

LISA v /X 74.0+0.1 73.3+0.2 | 91.84+0.3 89.24+06 | 92.4+0.4 89.3+1.1 | 89.2+09 72.6%t0.1

DFR X /\/ 722411 70.6x1.1 | 94.24+0.4 92.940.2 | 91.34+0.3 88.3%1.1 87.2+0.3 70.1%0.8

SSA X /v 75.0t0.3 71.14+04 | 92.24+0.9 89.0%+0.6 | 92.84+0.1 89.8+1.3 | 88.24+2.0 69.9+2.0

Oracle Group labels are not required

ERM X/X 12.940.8 3.4+0.9 97.3+1.0 62.61+03 | 949403 47.7+2.1 | 92.1+0.4 58.6%1.7

JTT X/X 76.4+3.3 67.3+5.1 89.3+0.7 83.8+%1.2 88.1+0.3 81.5+1.7 91.1 69.3

EIIL X /X 74.1+02 65.5+51 | 96.5t0.2 77.2+1.0 | 85. 7401 81.740.8 | 90.5+0.2 67.0f2.4

CnC X [ X - - 90.94+0.1 88.5+0.3 | 89.9+05 88.840.9 | 81.74+05 68.9+2.1
Invariant learning |GIC¢, -M X [ X 732402 72.2+0.5 | 89.6+1.3 86.3+0.1 | 91.940.1 89.4+40.2 | 90.0+0.2 72.540.3
methods: Mixup |GIC--M X [ X 73.14+0.5 71.740.3 | 89.3+0.8 85440.1 | 92.1+0.1 89.5+0.0 | 89.74+0.0 72.310.2

Better Worst-group Accuracy



Goal: Inferring Preciser Group Lapel

Experiments on GIC: Performance in Mitigating Spurious Correlation

Method Group Labels CMNIST Waterbirds CelebA CivilComments
Train / Val Avg. Worst | Avg. Worst | Avg. Worst |  Avg. Worst
Oracle Group labels are required
GI’OupDRO \//X 74.4+05 69.84+2.6 | 92.0£0.6 89.9+06 | 91.24+0.4 87.2+1.6 | 89.940.5 70.0%2.0
LISA v /X 74.0x0.1 733402 | 91.8+0.3 89.240.6 | 92.4+0.4 | 89.3+1.1|| 89.2+0.9 72.6%to0.1
DFR X /\/ 722411 70.6x1.1 | 94.24+0.4 92.940.2 | 91.34+0.3 88.3%1.1 87.2+0.3 70.1%0.8
SSA X /v 75.0t0.3 71.14+04 | 92.24+0.9 89.0%+0.6 | 92.84+0.1 89.8+1.3 | 88.24+2.0 69.9+2.0
Oracle Group labels are not required

ERM ></>< 12.940.8 3.440.9 97.3+1.0 62.6+03 | 949403 47.7+2.1 | 92.1+0.4 58.6*1.7
JTT X/X 76.4+3.3 67.3+5.1 89.3+0.7 83.8+%1.2 88.1+0.3 81.5+1.7 91.1 69.3
EIIL X [ X 74.1+02 65.5+51 | 96.5t0.2 77.2+1.0 | 85. 7401 81.740.8 | 90.5+0.2 67.0f2.4
CnC X [ X - - 90.94+0.1 88.5+0.3 | 89.9+05 88.840.9 | 81.74+05 68.9+2.1
GICc,-M X [ X 73.2+02 72.2+05 | 89.6+1.3 86.3+0.1 | 91.940.1 90.0to0.2 72.5+0.3
GIC--M X [ X 73.1+0.5 71.740.3 | 89.3+0.8 85.440.1 | 92.110.1 89.7+0.0 72.3+0.2

Even competing with methods with group labels on certain datasets




Goal: Inferring Preciser Group Lapel

Experiments on GIC: Performance in Inferring Group Labels

Precision: proportion of correctly inferred samples Recall: proportion of samples from the true
belonging to the true minority group (higher) minority group correctly inferred (diversity)
1.0 - 1.0
0.8 - 0.8 -
-
QO 0.6 1 = 0.6 1
wn G
= U
o O,
v a'd
-
al 0.4 - 0.4 -
0.2 - 0.2 -
0.0 0.0 -
CMNIST Waterbirds CelebA  CivilComments CMNIST Waterbirds CelebA  CivilComments

ERM BN ElIL Em GIC, mm GIC,

Inferring Preciser Group Label



Goal:
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Experiments on GIC: Performance in Inferring Group Labels

Consider 4 ditterent invariant learning methods

Method +GroupDRO +Subsample +Upsample +Mixup
Waterbirds  CelebA | Waterbirds CelebA | Waterbirds CelebA | Waterbirds  CelebA
ERM 75.610.4 77.240.1 79.4+0.3 78.510.1 83.841.2 81.5+1.7 82.1+40.8 80.6+1.7
El 77.2+1.0 81.710.8 81.941.4 82.810.5 81.340.7 84.840.2 85.740.4 84.9+43.7
80.240.1 82.110.3 83.5+40.8 86.1+2.2 84.11-0.0 87.210.0 86.3+0.1 89.44-0.2
GIC 79.24+0.4  79.7406 | 82.1+1.1  83.14+0.3 | 82.1+07 87.8+1.1 | 8544+0.1 89.5+40.0

Preciser Group Label makes higher worst-group accuracy



Goal: Inferring Preciser Group Lapel
Experiments on GIC: Error Cases Analyse

Woman, inferred as Woman by GIC Land BG, inferred as Land BG by GIC

el N S T X PREEEE. F 3
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fackd 2. ~ ¥ b : \ ™ \IF."
N Lot o
* (5 :

N
e,
vl‘

7

Woman, inferred as Man by GIC (91.7%) Land BG, inferred as Water BG by GIC (28.7%)
Semantic ’ Semantic Semantic Semantic
consistency . consistency consistency consistency
Man, inferred as Woman by GIC (8.3%) Water BG@G, inferred as Land BG by GIC (71.3%)

m, N

J ﬂ.f(

% % L | PP o .
. S 4 7 3 'Q& » 3 L J\ f
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Man, inferred as Man by GIC Water BG, inferred as Water BG by GIC

Semantic Consistency



Goal: Inferring Preciser Group Lape.

Experiments on GIC: Error Cases Analyse

J Mixed image  Landbird, Water (Land) Landbird, Land
F"’ . .

- -~

Target

Landbird,
Water

Oricinal i
Mixed image generated by GIC HShal Iase

|

Blond, Man (Woman)  Blond, Woman Blond, Man Mixed image x

Mixed image

High semantic consistency benetits methods achieving
invariant learning by disrupting image semantics.
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groups where these correlations do not hold.
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methods and may not be applicable when prior information is unavailable.



Summary

1. Standard ERM may prioritize learning spurious correlations, leading to poor accuracy on
groups where these correlations do not hold.

2. Improving worst-group accuracy requires group labels: performs well but is expensive.

3. Group inferred methods have performance gaps compared to group annotation utilized
methods and may not be applicable when prior information is unavailable.

4. GIC: more preciser inferring group labels to improve the worst-group performance;
semantic consistency aids in mitigating spurious correlations.
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Appendix: Interring Preciser Group Label

More Experiments on GIC

Comparison Data: Sampling non-uniformly from training data

Method CMNIST Waterbirds CelebA

validation

GICcy -M 72.2+0.5 86.3+0.1 89.440.2
GICe-M 71.740.3  85.440.1  89.5+0.0

Accuracy

non-uniform sampling.

GICe,-M | 72.2 +01  85.74+0.3  87.5+0.7

5 10 15 20
Sampling Ratio (%)
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More Experiments on GIC
Slight group difference is enough for GIC-based group inference

Accuracy
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KL Loss

NN
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ERM

T
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|

71629 66874 22880
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