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Introduction

• Subset selection finds candidate data points from a large pool, 
trains model efficiently, and decreases resource consumption. 

• One-shot subset selection is challenging as subset selection 
is only performed once and full set data become unavailable 
after selection.



Introduction

• Existing methods are classified into diversity-based and 
difficulty-based subset selection. 

• They do not consider the tradeoff between feature similarity 
(diversity) and label variability (difficulty) as they solely rely 
on the feature or label side.

Label Variability Based Selection Feature Similarity Based 
Selection



Introduction

• Recent methods (like CCS) lack principled way to balance 
diversity and difficulty given a subset size. The selection also 
misses some critical region in the full set.

• We propose to conduct feature similarity and label 
variability Balanced One-shot Subset Selection (BOSS), 
aiming to construct an optimal size-aware subset.



Our Contribution

• Our method (BOSS) incorporates the tradeoff between 
prioritizing feature similarity (diversity) or label variability 
(difficulty) in relation to the subset size. 

• We provide a theoretical insight via a novel core-set loss bound 
that shows the importance of balancing both diversity and 
difficulty with respect to the subset size.

• We design a practical surrogate target which connects the 
loss bound to a novel importance function to delicately control 
the optimal balance of diversity and difficulty. 

• We evaluate our method on 4 image classification datasets.



Balanced Core-set Loss Bound

• Minimization of generalization loss bounded by the full set 
loss:



Bridging Label Variability and Difficulty Score

• We make a connection between the label variability and the 
difficulty score:



Importance Sampling Function

• We leverage and difficulty score to construct a special beta 
distribution.

• It helps achieve fine-grained balance over each component.
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Importance Sampling Function
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Balanced Subset Selection Function

• The importance function is combined with a facility location 
function:

• Optimum subset is selected using a greedy algorithm that 
starts with an empty subset and keeps on adding samples to 
the subset that maximizes the gain:



Empirical Analysis



Empirical Analysis

• Optimal values of parameters a and b
• Cutoff rate parameter β to ensure robust selection

(a) Parameter a (b) Parameter b (c) Parameter β



Conclusion

• Subset selection is an important direction to alleviate the 
resource consumption

• Existing techniques do not consider the joint distribution of 
diversity and difficulty

• We propose a novel strategy to balance diversity and difficulty 
for a subset size.

• We provide theoretical analysis leading to an novel 
importance function.

• The empirical results on real-world data show the 
effectiveness of our method.



Thank You!


