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Abstract

• Vision transformer contains two important components which are self-attention 

module and feedforward network (FFN) module.

• The majority of research tends to concentrate on modifying the former while leaving 

the latter in its original form.

• Through theoretical analysis, we demonstrate that the effect of the FFN module 

primarily lies in providing non-linearity, whose degree corresponds to the hidden 

dimensions.

• Thus, the computational cost of the FFN module can be reduced by enhancing the 

degree of non-linearity in the nonlinear function.

• We propose an improved FFN (IFFN) module for vision transformers which involves 

the usage of the arbitrary GeLU (AGeLU) and integrating multiple instances of it to 

augment non-linearity so that the hidden dimensions can be reduced.

• A spatial enhancement part is involved to further enrich the non-linearity in the 

proposed IFFN module.

• Experimental results show that we can reduce FLOPs and parameters without 

compromising classification accuracy on the ImageNet dataset irrespective of 

how the baseline models modify their self-attention part and the overall architecture.

IFFN Module

A more Powerful Nonlinear Function

• Arbitrary nonlinear function is defined as:

𝜙′ 𝑥 = 𝛽𝜙 𝛼𝑥 + 𝛾 + 𝜃
• Specifically, we introduce the arbitrary GeLU (AGeLU) to our 

model:

AGeLU 𝑥 = 𝛽GeLU 𝛼𝑥 + 𝛾 + 𝜃
• AGeLU is more flexible than other modified nonlinear 

functions such as RPReLU by having learnable slope and can 

switch the whole shape.

FFN Module is a Non-linearity Generator

• Given an input matrix  𝑿 ∈ ℝ𝑁×𝐶  where 𝑁 is the number of patches and 𝐶 is the dimension of each patch, the output of FFN 

module is:

𝒀 = FFN 𝑿 = 𝜙 𝑿𝑾𝑎 𝑾𝑏,

    where 𝑾𝑎 = 𝑤𝑖𝑗
𝑎 ∈ ℝ𝐶×𝐶′  and 𝜙 ⋅  is the non-linear function.

• By representing the above equation in its element-wise form (assume 𝑁 = 1 without loss of generality:

𝒚 = 𝜙 𝒙𝑾𝑎 𝑾𝑏 = σ𝑗=1
𝐶′ 𝑤𝑗𝑐

𝑏 𝜙(𝑚𝑐𝑗𝑥𝑐 + 𝑛𝑐𝑗
𝑐=1

𝐶
,

    where 𝑚𝑐𝑗 = 𝑤𝑐𝑗
𝑎  and 𝑛𝑐𝑗 = σ𝑖=1,𝑖≠𝑐

𝐶 𝑤𝑖𝑗
𝑎𝑥𝑖, we can derive the following corollary:

1) Each element y𝑐 in 𝒚 is the linear combination of 𝐶′ different nonlinear functions to the input element 𝑥𝑐.

2) Distinct scales and biases are applied to different input elements 𝑥𝑐 before passing through the nonlinear function 𝜙 ⋅ .

3) The scale is a learnable weight independent to the input element 𝑥𝑐, while the bias is dependent to all other input elements in 𝒙.

Channel-wise Enhancement Part

• We integrate two AGeLU functions and form a powerful nonlinear function 

to replace the original GeLU and halve the hidden dimension of the 

original FFN module:

 𝒀′ = AFFN 𝑿

  = concat(AGeLU 𝑿𝑾𝑑 , AGeLU′ 𝑿𝑾𝑑 )𝑾𝒆

• where 𝑾𝑑 = 𝑤𝑖𝑗
𝑑 ∈ ℝ𝐶×

𝐶′

2  and 𝑾𝒆 = 𝑤𝑖𝑗
𝑒 ∈ ℝ𝐶′×𝐶  are weight 

matrices of two FC layers, and AGeLU(⋅) and AGeLU′(⋅) are two 

nonlinear functions with different parameters.

• Represent the above equation into its element-wise form:

𝒚′ = σ𝑗=1
𝐶′ 𝑤𝑗𝑐

𝑒 ′GeLU 𝑚𝑐𝑗
′ 𝑥𝑐 + 𝑛𝑐𝑗

′ + 𝜃𝑗
𝑐=1

𝐶
,

• Compared to FFN module, AFFN module can generate the same degree 

of non-linearity. Each element 𝑦𝑐
′ in 𝒚′ can also be treated as a linear 

combination of 𝐶′ different nonlinear functions to the input element 𝑥𝑐 

with distinct scales and biases. Each scale is a learnable weight 

independent to the input while each bias is dependent on other input 

elements.

Spatial-wise Enhancement Part and Overall Architecture

• Channel-wise enhancement part extend non-linearity through 

the channel dimension. Thus ,we further enhance non-

linearity with spatial dimension. We modify AFFN module by 

introducing a DW Block (DW Conv with BN and GeLU) after 

AGeLU, and form the final improved FFN (IFFN) module.

Experiments
Table 1: Image Classification results on ImageNet-1k dataset.

Table 2: Ablations on channel- and spatial-wise 

enhancement part.

Table 3: Using different kernel size in 

spatial-wise enhancement part.
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