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Class distribution is a 

powerful statistic for 
mastering long-tailed learning.

Probabilistic model.

E-step (expected complete data log-likelihood).

M-step (optimizing θ and π).

Optimal π that maximizes Q(θ, π; θ′, π′).

Background Method Experiments

Ø Quality of estimationKey idea Ø Theoretical analysis

Optimal Φ for learning a Bayes classifier.

Objectives for optimizing θ.

Paper Code

Estimate & exploit it! The Bayes classifier for unlabeled or test data.


